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INTRODUCTION

GLENN MORGAN
JOHN L. CAMPBELL
COLIN CROUCH
OVE KAJ PEDERSEN
RICHARD WHITLEY

Producing a handbook is in some ways an act of faith. It presumes that there exists a range of debates, concepts, and arguments that are sufficiently similar to each other (and different from other concerns) as to constitute a shared field of interest. It is therefore inevitably a boundary-drawing exercise no matter how fuzzy those boundaries may sometimes appear. A handbook also presumes that there is an audience that will recognize this as a shared field and will use the resources which it contains in order to develop their own thinking and research. Given that the construction of a handbook is, however, ultimately the responsibility of the editors, it is important that the assumptions underpinning this project are laid out in more detail. This is the purpose of our introduction. We therefore focus on three key issues. What do we understand by the term ‘comparative institutional analysis’? Why did we think it was important to produce a handbook on this topic at this particular time? How did we decide on the structure of the Handbook and the nature of the contributions?
It is increasingly accepted that ‘institutions matter’ for economic organization and outcomes, but such a phrase conceals a multitude of issues and perspectives. In the chapters that follow many of these complexities are revealed and discussed; we do not attempt to repeat them here but to provide an initial account of the approach to institutions taken in this Handbook.

The field in which we are interested can be defined in terms of how the forms, outcomes, and dynamics of economic organization (firms, networks, markets) are influenced and shaped by other social institutions (e.g. training systems, legal systems, political systems, educational systems, etc.) and with what consequences for economic growth, innovation, employment, and inequality. Institutions are usually defined by our contributors as being formal and informal rules, regulations, norms, and understandings that constrain and enable behaviour (e.g. Scott 2008; Campbell 2004).

The approach taken to these questions here is comparative and the central comparisons made are those between different societies. The reason for this level of comparison (as opposed to comparisons across regions or cities, or between sectors or firms, useful and essential as these are) is theoretically driven in that the sort of institutions in focus have been fundamentally shaped by and through processes at the level of the nation-state. Nation-states vary in their degree of centralization and in the strength of regional or other local ties. Nevertheless, since at least the time of Weber’s definition of the state as the collectivity monopolizing the legitimate use of physical force within specific territorial boundaries, social scientists have been interested in nation-states as being the most significant containers and producers of populations, economic organizations, and institutions (Hall, 1986, 1994; Mann, 1986, 1993). It is therefore not surprising that it is through national comparisons that much of this field has been defined (see, for example, classic contributions such as Bendix, 1956; Berger and Dore, 1996; Boyer and Drache, 1996; Boyer and Durand, 1997; Crouch, 1993; Crouch and Streeck, 1997; Hall and Soskice, 2001; Hamilton, 2006; Hollingsworth and Boyer, 1997; Hollingsworth, Schmitter, and Streeck, 1994; Lane, 1989, 1995; Maurice, Sellier, and Silvestre, 1986; Orrú, Biggart, and Hamilton, 1996; Shonfield, 1965; Sorge and Maurice, 2000; Streeck, 1992; Whitley, 1992a, b, 1999, 2007; Whitley and Kristensen, 1996, 1997).

These comparisons serve at least two purposes. The first is that through comparisons we are able to understand more clearly any particular society and its economic performance by distinguishing its particular institutional structures, how these link together, and the impact that they have on firms and their competitive abilities in local and global markets. The second is that through comparisons, our understanding of processes of diffusion, learning, and emulation between societies become more sophisticated and complex. This is not to underestimate the methodological problems associated with comparative studies and drawing conclusions about which
institutions are most significant, and for what aspects of firm behaviour, and with what impact on performance outcomes. What is a simple idea can rapidly become swamped by methodological problems associated with small number samples, with contamination effects (since societies are not self-contained but intricately connected), with historically complex inter-relationships, and with a morass of specific detail that makes broader conclusions extremely difficult to draw (see Kogut in this volume).

Nevertheless, the aspiration remains to produce an academically rigorous set of comparative studies revealing how social institutions affect economic organization and performance. Indeed, the aspiration is inevitable because the public policy arena is full of comparisons between countries. There are multiple systems of ranking the competitiveness of countries against each other (see Pedersen in this volume) in which institutional features are scored and compared. Country rankings can also be performed through international private institutions such as credit rating agencies (evaluating the security of sovereign debt), through international public institutions (World Bank and IMF evaluations of economic policy and growth prospects), and through international non-governmental organizations (such as the World Economic Forum annual competitiveness reports). Such evaluations affect flows of investment, taxation levels, and employment levels inside countries. The globalization of the economy has made comparisons increasingly transparent and increasingly visible. In a world where much finance can flow across national boundaries with relative ease, governments feel that they are competing against each other in order to attract funds and in that way increase levels of employment, wages, conditions of work, and the standard of living. Increasingly governments recognize that reshaping their institutions is crucial to competing in this context. The sort of benchmarking and comparisons that occur at this level are, however, inevitably one-dimensional. They are often highly misleading, because they are based on data that are easily available rather than on full research, and on over-simplifications (e.g. the tendency of the OECD to see things in terms of states and markets only, and to be unable to deal with other institutions). They are also often based on the perspectives of dominant countries (e.g. the tendency to measure national innovation capacity by the number of patents registered in the USA). And, as the recent role of the ratings agencies in the financial crisis has shown, they are not always carefully conducted. How these institutions emerged, how they link together, and why they have particular sorts of impact are deeper questions, as is the question of how to reform institutions to improve performance (in reality and in benchmarking comparisons). We therefore live in a world of comparisons and it makes sense for academics to develop the theoretical frameworks, conceptual tools, and methodological techniques in order to conduct comparisons that go beyond static benchmarking and seek to penetrate to the heart of the relationship between institutions and economic organization.

However, as the previous discussion suggests, we also live in a world that is interconnected in multiple ways. Comparative institutional analysis has increasingly sought ways of conceptualizing that interconnectedness that does justice to the idea
of institutional embeddedness and avoids the wilder flights of fancy that come from certain analyses of globalization. One way to understand this is to provide a more historical and global account of the emergence of societies and the development of institutions. This requires moving from embedding these developments in a wider international context and seeing the two as interdependent not separate. For example, up to the early modern period Europe was characterized by competing forms of political authority and efforts to create bounded states were made difficult by the existence of feudal rights, rights granted to towns and cities, and the power and authority of the clergy. At the same time, however, there were features of social life that were common across Europe and were reflected in a notion of a ‘Christian civilization’, particularly amongst the nobility and monarchies, the Church, and the small professional and educated class (Davies, 1996). Some of that commonality remains, for example, in the continued influence of Roman Law, and in the aspirations towards and symbols of European identity in the European Union. Institutions in different societies may have common roots; they may have co-evolved through the diffusions of ideas, individuals, and technologies of governance. Similarly European countries created empires that created certain common forms in the Americas, in Africa, in parts of Asia, and in Australasia, as well as providing models to emulate and adapt in countries like Japan.

At the level of economic activity and trade, it is becoming increasingly clear that there was considerable interaction across huge distances from early on in human history and that these patterns of trade grew and shrunk for various reasons to do with the technology of warfare and communication as well as the rise and fall of empires, states, and other forms of political authority (Bayly, 2004; Bernstein, 2008; Brook, 2008; Darwin, 2007; Greif, 2006). It is not necessary to subscribe to Wallerstein’s world systems theory (Wallerstein, 2004) to agree that the national and the international are intricately related. Thus if states and national institutions are our primary units of comparison, we also have to recognize that their existence has always been embedded in wider world and continental systems. Whilst the current era of globalization may be qualitatively distinct in many ways, from another perspective it is perhaps the era of the all-powerful nation-state that is the historical anomaly and the more complex multi-layering of political, social, and economic forms across different contexts is the ‘normal’ state of affairs viewed over the very long term.

Thus focusing our attention on how institutions are now being built at the transnational level is simply returning to something that was always there in one way or another. In sum, comparative institutional analysis does not mean ‘neglecting’ globalization in favour of nation-states; on the contrary it means restoring the historical interconnectedness of societies to our analysis and analysing current efforts at transnational institution building and their inter-relatedness to change in national institutions as part of our normal way of conceiving of how institutions matter.

It may be tempting to think, given all this discussion of states, empires, societies, etc. that comparative institutional analysis is inherently structural and determinist in its orientation, that it sees actors, individual and collective actors as ‘cultural dopes’,
without agency, simply performing the structure. Clearly this takes us into the heart of one of the central debates in the social sciences, concerning the relationship between structure and agency. It would be foolish to claim that such a diverse field of study as comparative institutional analysis with researchers from so many different disciplines could even begin to agree on the terms of this debate, never mind how to resolve it. However, what we can claim is that this debate is fully present in comparative institutional analysis, that it permeates many empirical analyses and efforts at conceptual clarification as researchers seek to understand how actors can be both the products of structures and the origin of changes in structure. This debate repeatedly recurs in comparative institutional analysis as the chapters in this Handbook demonstrate.

Arguably we can go further and suggest that institutions are now less likely to be discussed as exogenous constraints on actors and more as resources, which actors can draw on to develop depending on the context. Further, it is increasingly clear that institutions in a society may offer different resources from those that seem dominant at a particular time, and it is through combining and reorganizing institutional resources that the possibility for institutional experimentation and change arises. Similarly, institutions require resources to survive and prosper and for various reasons such resources may be withdrawn or fail, leading to relative decline or possibly a new role for the institution; the relationship between religious institutions, secularization, and economic organizations would certainly be a case in point given the importance Weber placed on the elective affinity between the Protestant Ethic and the Spirit of Capitalism. In a context of flows and connectedness across national contexts, sometimes formalized into systems such as the EU or the WTO, it is clear that these issues of resources, constraints, and processes of recombination have become more intensive.

In summary, comparative institutional analysis as we define it in this book begins with an analysis of how institutions shape forms of economic organization and the consequence of this for performance outcomes. It engages in this analysis by comparing firms, institutions, and processes in different societies. It takes on board that societies are not hermetically sealed containers but rather are open systems where flows of capital, labour, ideas, technologies, etc. are to various degrees the norm. It also accepts that societies are internally diverse with regional differences, with institutions that are diverse and connected in a variety of tight and loose linkages. We therefore need to understand how these connections and flows inside and across societies are governed and managed through their embeddedness in the development of regional, national, international, and transnational institutions. These tasks require a longitudinal frame of analysis, a willingness to take history seriously (not just national histories but the newly emergent sub-discipline of ‘global history’). Taking this perspective does not require a commitment to a determinist account of institutions, but on the contrary to understanding the tension between structure and agency in specific contexts where change is always a possibility and where collective and individual actors, particularly those driven by sharp survival imperatives (i.e. firms in competitive markets) look to build new
practices, experiment with new frames and engage in institution-building and the process of institutionalization.

Developing this approach means committing to a view of social sciences that is holistic, interdisciplinary, historical, and international in its scope. It is holistic in the sense that the different institutions inside societies cannot be studied in isolation. They are inter-related and interdependent and, perhaps, complementary (see Crouch’s chapter). It is interdisciplinary in the sense that it draws from sociology, political science, political economy, history, and other disciplines in order to provide an explanation for these complex processes. It is historical in that it searches for the roots of institutions in the interaction between social actors over time. It is international in scope because (a) it seeks to learn by comparisons across nation-states and other salient units of analysis, (b) it takes seriously patterns of diffusion of ideas, practices, and institutions, and (c) it considers the role of international actors and international institutions. This approach, therefore, inevitably eschews the search for general universal laws about institutions and pursues instead the understanding of particular configurations of actors and institutions.

The chapters in this Handbook therefore cast doubt over rationalistic models of institutional design, suggesting instead the need to take into account path dependencies, institutional complementarities, the unanticipated outcomes of action, and the susceptibility of change processes to unexpected contingent events. This is a difficult path to take. To some extent, it goes against some trends in social sciences towards increasing academic specialization, towards the advocacy of parsimonious models, towards formal hypothesis testing, towards the use of large databases of quantitative indicators generating mathematical modelling of social processes, firm behaviour, and markets. In contrast, it tends to embrace interdisciplinary dialogue, historically contextualized models, and empirical descriptions of fundamental socio-economic processes.

**Why Now?**

Why is now a good time to produce a handbook of comparative institutional analysis? A handbook implies that there is firstly a sufficient body of knowledge and research in an area to merit the sort of effort at consolidation that a handbook implies, and secondly there is an audience interested in such an effort at consolidation.

To begin with, there is an acute awareness in the world today of the important impact that institutions have for economic performance. The Asian financial crisis in 1997 as well as the 2008 crisis in international financial markets, which stemmed from a rash of dubious investment practices, has drawn attention to how important institutions really are for governing economic activity. Indeed, as this volume goes to press policymakers are grappling with how all sorts of institutions should be
changed in order to avoid further crises in the future, and whether these changes should be uniform across countries or not.

In relation to the field itself, we can see that whilst comparative institutional analysis has always played a central role in the social sciences, it is in the last two decades that the focus on the inter-relationship between institutions, economic organization, and states has developed a significant distinctive trajectory in terms of empirical research, theoretical debates, and methodological rigour. As the chapters in this Handbook make clear substantial advances in our understanding have occurred during this period. Indeed, it would appear that momentum in this area has continued to build as new areas are opened up and developed. In our judgement, there are now deep and rich theoretical and empirical literatures on specific issues within the comparative institutionalist approach and it is therefore timely to ask leading scholars in these areas to take overviews of particular topics and provide a review of developments and perspectives on future issues.

This momentum reflects the growth of an international, interdisciplinary research community pursuing topics in this area and developing programmes of research and research training for younger scholars. In the European context, it is clear that from the 1980s, in particular, the growing influence of the European Union as an arena of policy, of funding for academic research, and of aspiration to nation-states outside its boundaries has contributed to more intensive collaborations and debates on issues of comparative institutionalism. North American scholars have also been intensely involved in these events on two fronts—one in terms of the debate on developments in the European context and another in terms of tackling the entry of Asian societies into the global economy, ranging from Japan through the interest in the early 1990s in the Asian tigers, through to the hugely significant influence of China in the last ten to fifteen years, and the more recent rise of India.

This research community inevitably spreads across disciplinary areas—from politics to business and management to sociology in particular—and in such a broad field, connections may be lost or overlooked. This is another reason why a handbook such as this can perform such a useful service. The selection of authors reflects these different disciplinary backgrounds as well as different geographical origins. In this respect, we hope that this Handbook will not only consolidate knowledge in the area but also contribute to a consolidation of the community of scholars working on these themes, helping people see connections, which they had not previously considered, and providing a series of common reference points for discussion, debate, and teaching purposes.

Of course, there are still gaps—perspectives on Asian countries are mainly derived from scholars educated in Europe and the US even though increasing numbers of them originate from Asia. There remains very little work on Africa beyond the analysis of failed states and development studies, and the analysis of Latin American contexts is limited in spite of the interest particularly of US political scientists in this area. Nevertheless, there is no reason why in the next decade we cannot expect to see this field become even more internationalized and the range of examples and discussions to extend beyond Europe, East Asia, and the US; a development that can only be positive.
Why This Structure?

Finally, what choices lay behind the selection of chapters that now go to make up the Handbook? What became clear as the Handbook began to develop was that there were many common themes that were going to be explored from a variety of different angles and that the Handbook would be more valuable if it allowed authors to develop their chapters relatively freely once the overall topic had been agreed. As a result, we have produced something that differs in some respects from standard versions of a handbook in that rather than impose a tight word limit and a strict instruction regarding the content of the chapter, we identified broad areas of debate and research, we identified authors with expertise in the field, and we then allowed them to develop their chapter in detail through discussions with the editors. As a result, our chapters aim to offer substantially more than a simple literature review and guide to the reading. They aim to make contributions to the conceptual organization of the field and its future direction.

In terms of structure, we chose four very broad headings. The first part focuses on the nature of comparative institutional analysis, variants of institutional theory, issues of actors, institutional change and institutional complementarity, as well as methodological problems. It is primarily theoretical and conceptual in scope. It covers many of the definitional issues referred to earlier in this introduction, demonstrating the breadth and provenance of institutional theories (Djelic), the importance of historical and comparative perspectives (Thelen), the intricate relationship between institutions and actors (Jackson), the nature of institutional reproduction and change (Campbell), the problem of institutional complementarities (Crouch), and methodological issues and solutions in comparative studies (Kogut).

The second part focuses on key social institutions, understanding their emergence, and how they relate to economic organization and performance outcomes. In this section, the state is a central object of analysis and in particular its interaction with firms, markets, and other societal institutions. Weiss examines different models of the state and how states interact with the economy; a theme that is also taken up by Morgan in analysing markets and money as social institutions. In his chapter, Seabrooke examines how states and non-state actors emerge in international regimes and transnational institutions and with what effect. In their chapter on law and economic organization, Morgan and Quack seek to show how the Weberian identification of law with the state needs to be rethought in the context of multi-level fields of hard and soft law, where private actors and dynamic innovative law firms seek to establish new forms of authority and law. Deeg’s discussion of financial systems also inevitably identifies how states and state regulation and reform impact on the organization of financial systems, with an impact on the financing of firms and through this on their strategy and structure. Casper’s analysis of innovation shows the intricate ways in which firms, educational institutions, and states develop distinctive innovative competences and how these affect firm performance. Whitley shows that over time, distinctive competition models have emerged in particular
institutional contexts and that the degree to which such models remain viable and/or capable of growth varies leaving firms, societies, and states with different problems of adjustment in the current period. Kenworthy provides an overview of the state of knowledge in terms of economic and performance outcomes between different societies and how these may be related to specific institutional features.

The third part focuses most directly on firms and the interrelationship between institutions and the structure and competences of firms. One of the key debates in this area concerns how institutions influence corporate governance and with what effect on firm strategy and structure. Goyer provides an account of this debate and draws on a wide range of empirical research to explore this issue. Whitley provides a focus on the relationship between key aspects of the internal structuring of firms and their institutional preconditions. He identifies different types of capitalism in which key institutions cohere in order to produce specific forms of economic organization with their own distinctive set of capabilities. Rubery concentrates on employment relationships and shows how these vary across contexts with impacts on how skill and production is organized. Herrigel and Zeitlin build on their recent work concerning the reorganization of firms in global supply chains. They show that the disaggregation of the firm and the reconstitution of supply chains create different sorts of networks of cooperation with an impact on innovation and competition.

The final part identifies areas in which comparative institutionalism is developing new insights. Two of these concern the analysis of societies beyond the core European, North American, and Asian examples. The first is the chapter by Szelenyi and Wilk which looks at institutional change in Eastern and Central Europe and raises questions concerning the inter-relationship of political processes, welfare systems, and economic organization. The other is the chapter by Hall which examines failed states and what this tells us about the nature of institutions. In their chapter on financialization, Engelen and Konings look at the growth of financial markets and how the global nature of these markets affects national institutional systems. Finally, Pedersen examines how the discourse of institutional competitiveness has become itself institutionalized and with what effect.

In his Epilogue contribution, Wolfgang Streeck, a distinguished long-time contributor to these debates, reflects on what he sees as the key challenges for the future for comparative institutional analysis.

Finally, it is important to note that this Handbook cannot in any way constitute the ‘last word’. On the contrary, whilst it is meant to deliver to the audience a sense of the achievements of this strand of research, it is also expected to leave a sense of the unfinished nature of this process. In a way, the Handbook has not succeeded if it does not leave some sense in the audience of a belief that there is more to say, more to research, and more to think about. There are many questions about institutions and economic organization that remain open, many new questions to be considered, and many new forms of comparison to be made. Similarly, at a time when simple models of markets are in crisis due to turmoil in the financial sector and its knock-on effects elsewhere, it is more important than ever to emphasize the institutional underpinning
of markets, the way they are shaped by social factors, and the role which conscious political action can play in this process. Engaging with the sort of comparative institutional analysis discussed in this Handbook offers access to such an understanding.
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PART I

THEORIES AND METHODS IN COMPARATIVE INSTITUTIONAL ANALYSIS
Over the past thirty years or so, the labels ‘institutional’ and ‘institutionalism’ have spread like wildfires across most social science disciplines. The shared context to the emergence and diffusion of institutional or neo-institutional perspectives during this period has been a questioning of conventional and dominant perspectives in those different disciplines. The common thread has been a critical take on key defining

---

1 I want to thank Colin Crouch, John Meyer, and Marc Schneiberg for useful comments on earlier versions of this chapter.
features of these conventional perspectives—such as context-free agency, rationality and rational choice hypotheses, efficiency and utility maximization, unrestricted and free-flowing information, naturalistic evolution or ‘one-best-way’ structures and solutions. The perception of a complex empirical reality rendered those simplistic and simplifying features increasingly unsatisfactory and frustrating (Meyer and Rowan 1977; March and Olsen 1984; Dobbin 1994).

The reaction, across disciplines, was to underscore the importance of the environment and, in particular, to bring institutions back in. Across disciplines, an institutionalist perspective starts from the basic recognition that human activities, including activities of an economic nature, are embedded and framed within larger institutional schemes that tend to be stable (Weber 1978; Polanyi 1944; Veblen 1904; North 1990). A core dimension of the institutionalist project has been to understand, here again across disciplinary boundaries, how embeddedness matters, how institutions constrain and structure action, create regularities and stability, limiting at the same time the range of options and opportunities.

The success of institutional or neo-institutional perspectives reflects in part their ability to integrate complexity. The different variants of institutionalism have that in common that they make it possible to take into account the contextual embeddedness of economic rules, actors, organizations, or behaviours. Still, under the broad label of ‘institutionalism’, there is also a fair amount of diversity and resilient differences. There are, I propose, at least three broad kinds of divides or boundaries. A first divide is disciplinary. There is an institutionalist temptation in most social science disciplines—and particularly in sociology, political science, and economics. Those disciplines build upon different intellectual foundations and they have evolved and developed through time in relative distance and autonomy from each other. A second divide is epistemological or conceptual. Naturally, there is a fair amount of parallelism between this divide and the disciplinary one but the overlap is not perfect. There are, I argue, three main categories of institutionalist perspectives, each reflecting a different epistemological orientation. I use the terms ‘rational choice’, ‘historical’, and ‘cultural’ to label those categories. There is a third divide that translates in part in geographical terms. Even though institutionalism was originally strongly embedded in European, mainly German, institutional economics, its transfer to the United States in the early part of the twentieth century would turn out to have consequences. Today, there are partial but identifiable differences, within disciplines, between institutionalist projects on both sides of the Atlantic (Aglietta 1976; Tempel and Walgenbach 2007; Greenwood et al. 2008).

---

2 This typology is both compatible with and slightly different from other existing typologies. Considering only political science, Thelen and Steinmo (1992) identify two ‘institutionalisms’—rational-choice and historical. Kato (1996) identifies in political science a third category that brings institutions together with public choice theory, using Simon’s concept of bounded rationality. Hall and Taylor (1996) differentiate between historical, rational-choice and sociological institutionalism. DiMaggio (1998) points to rational-action neo-institutionalism (RAN), social constructivist neo-institutionalism (SCN), and mediated-conflict neo-institutionalism (MCN).
Those different kinds of divides cannot be ignored and they generate today a double sense of vibrancy on the one hand and confusion on the other. The richness, profusion, and vitality of contributions from an institutionalist perspective cannot be denied. But this also often comes together with complexities, apparent contradictions, and stunning differences between separate strands of institutionalism. The question at the core of this chapter derives from this. If we take the category ‘institutionalism’ in its broadest sense, are we moving today towards increasingly acute differentiation or else towards greater coherence overall? Is institutional theory exploding further into so many strands and variants, increasingly distant from each other and only rarely in discussion with each other? Or else are we moving towards greater coherence and compatibility and, possibly, more fluid discussions and exchanges?

This chapter starts with a description in broad strokes of the intellectual heritage shaping institutionalism in different social science disciplines. Then, a number of current debates serve as points of entry to approach the question of coherence or diversity. The definition of institutions, the double issue of change and emergence, and the question of action and agency are explored in turn. Those are key questions today, with which scholars are grappling, across and beyond disciplinary boundaries. A red thread, throughout the chapter, is to ponder whether the exploration of these questions reveals enduring and tight boundaries or whether it shows instead increasing coherence and proximity within the broad institutionalist family. In our conclusion, we go back to this red thread.

**Intellectual Foundations of Institutionalism**

The objective here is to explore in broad strokes the intellectual lineage of the institutionalist argument in different social science disciplines. If we go back in time, we find a common intellectual ground and a shared inspiration behind, and in spite of, contemporary differences. This shared inspiration can be traced back to a small number of sources. The German historical school had a profound impact, particularly on political science and economics (Herbst 1965; Hodgson 2001; 2004). Scholars such as Max Weber or Werner Sombart, who have sometimes been depicted as representing a later evolution of the historical school, were also profoundly influential (Veblen 1901; Hodgson 2001). More marginally, the ‘early’ Karl Marx or Emile Durkheim also played a role in sociology and even in parts of political science. This small pool of intellectual sources had an important shaping role for the institutionalist argument in its many ‘old’ and ‘new’ guises.
In American social science, a first generation seized upon this tradition already at the turn of the twentieth century. There was an unmistakable and direct ‘genetic’ transmission from the German tradition to this ‘old American institutionalism’ (Herbst 1965; Hodgson 2001, 2004). The mechanisms of that transmission are easy to follow. American ‘old institutionalists’ had often studied in Germany. Those who did not generally had a teacher who had been to Germany and/or had studied in one of the American universities or schools that had become hotbeds of institutionalism—Johns Hopkins University, Columbia University, Madison-Wisconsin or later the New School in New York City. The purpose is not to propose here an overly simplistic genealogy. American ‘old institutionalists’ also found inspiration for example in British historicism, evolutionary theory, pragmatism, or even classical economics. The interplay between those different components on American soil in fact generated increasing complexity and differentiation through time. Still, behind a diversity that sometimes appears overwhelming, it is important not to neglect the common historical intellectual filiation.

From the second quarter of the twentieth century, ‘old institutionalism’ came to lose out, in American social science, to rational action, universalizing and context-free perspectives and this across disciplines. The revival of institutionalist arguments started in the different disciplines somewhere during the 1970s. Contemporary variants of the argument have tended to adopt the qualifying prefix ‘neo’ (or new) to refer to—and possibly take distance from—earlier institutionalist contributions.

The German Historical School

Historicism had its roots in Germany and as an intellectual programme it was dominant there during the nineteenth century among economists, lawyers, and policymakers alike. The German Historical School rejected the idea of natural and universal economic laws as well as the possibility of universal theoretical systems (Shionoya 2001). Instead, its proponents argued that economic ‘laws’ were contingent upon the particular historical, social, and institutional context in which economic action happened to be embedded. There was hesitation, though, between a merely descriptive and a more normative perspective.

Descriptive historicism pointed to the embeddedness of economic arrangements and to the need for historically and sociologically grounded empirical economics (Iggers 1968). The descriptive project of the German Historical School was to show the multiplicity of economic, legal, or political arrangements and in a sense their social and historical relativism. The idea was to adopt an inductive and historical approach that could make it possible to recognize the diversity of economic, legal, or political circumstances. From that perspective, market economies had no prime of place. Markets were institutional and social objects like any other that had to be contextualized and the efficiency of which could not be presumed.

Normative historicism went one step further. It associated unique economic paths with national trajectories and recognized that the state was the main carrier of such
national identity. The consequence was strong support for the status quo, which was supposed to reflect the very essence, spirit (*Geist*) of a people and nation and a preoccupation for nation-building through state-led economic policy. In Germany, this meant that normative historicism found perfectly legitimate, towards the end of the nineteenth century, a combination of highly organized capitalism and strong state intervention. Such a combination, expressing itself at the moment of German unification, marked, as it were, the culmination of the German ‘spirit’. Needless to say, such combination left little room to ‘free markets’. The latter were more readily associated with an earlier, ‘disorganized’, association of German states that predated unification (Fourcade-Gourinchas 2001: 407).

In retrospect, the fate of German historicism was closely linked to two developments. First, German historicism in time lost the *methodenstreit*—the intense and at times bitter methodological dispute that opposed it to Austrian liberal and classical economists during the 1880s (Hodgson 2001). Basically, the Austrian Carl Menger violently rejected the possibility that more historical economics could lead to better theory. He asserted instead that the prime task of economic analysis was the elaboration of theory and that theoretical knowledge did not result from empirical work. This position would progressively become uncontroversial in economics and the legitimacy of historicism was in the process considerably weakened. A second development stemmed from the association of historicism, at least in its normative form, with Prussian and later on German nationalism. This association undeniably contributed further to its loss of legitimacy. The progressive weakening of the German Historical perspective on the old continent certainly had implications for ‘old institutionalism’ in the United States and its fate in that country.

**Old institutionalism in economics and political science**

It would naturally be beyond the scope of this chapter to propose an overview of ‘old institutionalism’ in American economics and political science. We only sketch out here a few broad features that bear upon the questions explored in this chapter.

Firstly, some of the most prominent ‘old institutionalists’ played an essential role in the structuration and professionalization of social science disciplines in the United States. The experiences many of them had in Germany certainly shaped their intellectual agenda. It also framed their conception of universities, research, and higher education. Those experiences coloured, in fact, many organizational initiatives. A number of those initiatives contributed to the professionalization but also to the differentiation and separation of social science disciplines. Others tended instead to put forward and encourage transdisciplinarity. In 1885, Richard T. Ely, who held a German doctorate and had been strongly influenced by the German Historical School, founded the American Economic Association (AEA). The creation of the AEA retrospectively proved an important step for the structuration and professionalization of economics as a self-standing social science. Only a few years later, though, Ely launched another initiative that tended this time to entrench transdisciplinarity.
In 1892, he formed a new School of Economics, Political Science, and History at the University of Madison-Wisconsin. Another pioneer was Westel W. Willoughby, a PhD from Johns Hopkins University but also the founder there of the Political Science Department. He was amongst the early founding members (and the first Secretary General and Treasurer) of the American Political Science Association (APSA) in 1903. The APSA was willingly and explicitly modelled on the AEA. This type of initiative naturally contributed to the transformation of political and legal theory into political science and to the structuration and professionalization of the latter as a social scientific discipline. Thorstein Veblen, who had done graduate work at Johns Hopkins, was in his turn instrumental in bringing to life another important transdisciplinary project. While he had refused the presidency of the AEA in 1925, he became around that time one of the founders of the Faculty at the New School for Social Research in New York.

Secondly, some of the key features of the German Historical School found their way into and shaped the agenda of ‘old institutionalism’. One such feature was the refusal of a universal and universalizing perspective. The American ‘old institutionalists’ did not believe in the existence of natural, hence universal, laws. Instead, they searched for an explanation to the contingency of economic arrangements and behaviours. In the German Historical School, an important dimension of that contingency had been historical. In ‘old institutionalism’, the importance granted to history varied. Hodgson even argues that, overall, ‘the problem of historical specificity received only limited attention’ in American ‘old institutionalism’ (Hodgson 2001: 152). The way contingency was defined increasingly turned out to be a-historical, particularly in economics and political science. The core focus was the (relatively a-historical) interplay between economic arrangements and broader societal or institutional frames. This interplay was well expressed, later on, in the notion of ‘embeddedness’. The conceptualization of the embedding environment also revealed similarities. In ‘old institutionalism’, just as in the German Historical School, the environment is concrete and localized—often taking the form of structures, organizations, rules, or laws. However, while the national dimension seemed predominant in the German Historical School, ‘old institutionalism’ in American social science considered more proximate local communities (DiMaggio and Powell 1991: 13).

Thirdly, and on the other hand, differences set apart ‘old institutionalism’ from the German Historical School. In ‘old institutionalism’, empirical data collection remained important. At the same time, theory and theory making progressively gained in significance. Some of the most prominent amongst ‘old institutionalists’ even saw the absence of theoretical ambition as a major weakness of the German Historical School. Thorstein Veblen criticized German historicism on that ground when he claimed that ‘economists of what may be called the elder line of the historical school can scarcely be said to cultivate a science at all, their aim being not theoretical work at all . . . ’ (Veblen 1901: 71–2). Joseph Schumpeter agreed—for him German historical economics was nothing but endless history! Even though John R. Commons devoted an important part of his professional life to empirical data collection, he also attempted to come forward with a theoretical manifesto (Commons 1934). Empirical
data collection made sense, not as such and per se, but mostly because it could
generate theory, he argued. In parallel, the form in which the data were presented
often changed. Detailed narratives and story-telling that were the mark of the
German Historical School increasingly gave way to more formalized model building
and data aggregation. There was naturally variability here and Thorstein Veblen, for
example, remained more of a story-teller.

Another important evolution needs to be mentioned. ‘Old institutionalism’, in
economics, political science, or sociology, distanced itself from and at times criticized
the conservatism and stasis often associated with German historicism. In German
historicism, powerful institutional framing explained and often justified a degree of
determinism or even a normative defence of the status quo. The ‘old institutionalism’
looked instead for some of the key mechanisms generating change and adaptation in
the interplay between economic actors and broader environments (Selznick 1957: 39;
DiMaggio and Powell 1991: 12–14). Thorstein Veblen, for example, clearly distanced
himself from what he saw as a ‘Hegelian’ temptation in the oldest branch of German
historicism. Veblen rejected explanations that harked back to the logic of systemic
wholes—whether material or spiritual. He regretted the tendency in the German
Historical School to easily turn to a simple if not simplistic explanatory premiss—the
Geist of a country, of a period, which often became the supreme criterion of historical
differentiation between socio-economic systems (Veblen 1901). Veblen called instead
for a focus on detailed, causal processes; he underscored the importance of a
processual explanation of origins, growth, and variation of institutions. He empha-
sized in particular the need to problematize the Geist and to explore how it came
about, how it stabilized and was reproduced, possibly even how it came to be
contested and to change over time (Hodgson 2001: 139–51).

Let us underscore still one more difference. Where the German Historical School
implied a reflection on societal issues and the consideration of conflicts of interests,
power plays, questions of justice and injustice, issues of preference formation, this
progressively disappeared from ‘old institutionalism’, in economics and in great part
also in political science. Veblen was naturally a notable exception (Thelen and
Steinmo 1992). In complete contrast the ‘old institutionalism’ in sociology, as
represented by Karl Polanyi or Philip Selznick for example, seized upon those issues
directly (Perrow 1986: ch.5, DiMaggio and Powell 1991: 12). In fact, this focus would
weaken in sociology only later, with the neo-institutionalist revival of the 1970s

Finally, the fate of law represents another significant—and surprising—evolution.
The German Historical School put a lot of emphasis on studies of legal structures and
texts—particularly with a comparative scope. The ‘old institutionalism’, on the other
hand, seemed to forget about law. This is particularly striking of institutionalism in
political science, where one would have most expected law and legal structures to
retain an important role (Engel and Héritier 2003). Recently, in the more contempo-
rary evolution of neo-institutionalism, the significance and role of law are being
rediscovered. The thrust, arguably, stems even more from economics (e.g. the Law
and Economics school) or from sociology than from political science. Law still
remains relatively absent from the institutionalist frame in political science—whether of the rational or historical kind (Steinmo 2001).

Different readings of Max Weber and old institutionalism in sociology

In sociology, extending into organization studies, institutionalism has historically found a significant source of intellectual inspiration in the thought and work of Max Weber. We have already touched on the question of Max Weber’s connection to the German Historical School. Some see him ‘in’; others ‘out’ (Hodgson 2001; Schneider 1995). Thorstein Veblen and others (e.g. Koslowski 1997) propose a convincing compromise. They differentiate between ‘early’ and ‘late’ (or else ‘old’ and ‘new’) Historismus. Early historicists were mainly drawn to systematic empirical data collection. Later historicists—including Werner Sombart and Max Weber according to Veblen and others—were also out to develop theory even if of a middle range kind (Hodgson 2001: 108). According to Max Weber, the ‘most general laws’ are ‘the least valuable’ because the ‘more comprehensive their scope’ the ‘more they lead away’ from the task of explaining a given phenomenon (Weber 1949: 72–80). Max Weber also took some distance from the tendency in old Historismus (as described above) to search for ultimate explanations in national socio-economic systems understood as essentialist collectives, static Geiste (Mommsen 1965).

For those reasons, Max Weber was often identified by ‘old institutionalists’ as avoiding the traps in which the older German Historical School tended to fall (Hodgson 2001). In contrast to the idealist organicism and collectivism of the older German Historical School, Max Weber brought the intentional individual back in as the ultimate causal agent behind socio-economic phenomena. In the words of Max Weber, ‘action in the sense of subjectively understandable orientation of behaviour exists only as the behaviour of one or more individual human beings’ (Weber 1978: 13). This methodological individualism, though, was compatible in Weber’s thought with the understanding that institutions and social frames played a structuring, constraining, but also enabling role with respect to individual belief and preference formation. Weber made this very clear:

These concepts of collective entities (states, firms, social collectives, etc . . .) which are found both in common sense and in juristic and other technical forms of thought, have a meaning in the minds of individual persons, partly as of something actually existing, partly as something with normative authority . . . Actors thus in part orient their action to them and in this role such ideas have a powerful, often a decisive, causal influence on the course of action of real individuals. (Weber 1978: 14)

The fate of Max Weber’s thought after his death has been unique. Weber has certainly strongly influenced ‘old institutionalism’, particularly but not only in sociology (Hodgson 2001; Powell and DiMaggio 1991). At the same time, Max Weber’s work was also a source of inspiration for an economist like Frank Knight—one of the ‘ancestors’ of the
Chicago School of Economics (Djelic 2006). In 1927, Frank Knight went as far as saying that ‘if (he) were to start again, (he) would build upon his (Weber’s) ideas’ (quoted in Schweitzer 1975: 279). We are even more aware, naturally, of the influence Max Weber had on Talcott Parsons—or should we say of the influence Talcott Parsons had on our reading of Max Weber! Without exploring this discussion in detail (see e.g. Beckert 2002; Hodgson 2001), let us just emphasize that Talcott Parsons was instrumental in spreading an a-historical reading of Max Weber’s work and in masking, as it were, the ‘embeddedness’ of Weber in the German Historical School and its debates. Parsons chose to underscore the importance of general theory and to dismiss at the same time the question of historical specificity. In so doing, he ‘(broke) without acknowledgement from the letter and spirit of Weber’s work’ (Hodgson 2001: 195; see also Zaret 1980: 1193). Parsons had early on been strongly influenced by prominent ‘old institutionalists’ at Amherst College. He went on to get a doctoral dissertation in Germany and was there in contact with and inspired by the German Historical School. By the early 1930s, though, when he had moved to Harvard, Parsons had evolved in a striking way. He was then violently rejecting both institutionalism and historicism (Parsons 1976). He kept Max Weber but he erased as much as possible, from his reading of Weber and from his own work, any reference and connection to historicism. There were two main objections Parsons had with regard to historicism and old institutionalism. First, he objected to the fact that ‘in the name of generalized radical empiricism, (institutionalism) denied the legitimacy of analytical abstraction’. Second, he claimed that institutionalism ‘neglected cultural-normative factors’ (Parsons 1976: 178). The presentation, in the previous section, of ‘old institutionalism’ clearly shows that those objections had little ground but Parsons’s fight against historicism and institutionalism was certainly consequential!

In the end, it is ironic that Max Weber’s thought had such an influence both on old institutionalism and on one of its most fervent critics! If anything, it shows the breadth of Weber’s thought and hence its malleability. After the Second World War, there were in any case different paths for students to access Weber’s thought. And the path that was followed was obviously not without consequences for the reading of Weber that ensued. Remaining at a broad strokes level, we can see the influence of the history of ideas sketched above and of its different stages on the diversity of contemporary sociological neo-institutionalism. On the one hand, the different variants of sociological neo-institutionalism all claim to be heirs to Weberianism (Powell and DiMaggio 1991; Tempel and Walgenbach 2007). On the other hand, those different variants clearly emphasize different dimensions of Weber’s thought. I only point here to two strikingly different and consequential readings of Weber—a ‘West Coast’ reading and an ‘East Coast/European’ one.

The ‘West Coast’ label is in reference to the role of California—particularly Stanford—as a ‘hub’ for this variant of neo-institutionalism (e.g. Meyer and Rowan 1977). This particular variant has combined Max Weber’s insight that social activity was shrouded in webs of significance with his claim that social action and change were constrained by a system having inherent dynamics of its own and leading, in an unavoidable manner, towards increasing rationalization. This is a Durkheimian and even Parsonian reading of Weber, I propose, with a strong evacuation of action and
conflict. It emphasizes the notion of order and stabilization (if not stability), the structuring power of culture and norms and the overpowering strength of a collective and in a sense ‘global’ Geist. This reading completely de-emphasizes the role of individuals (and hence Weber’s particular form of methodological individualism), history and its accidents or contingencies, as well as notions of disorder, conflict, or power.

The ‘East Coast’ label, in turn, is in reference to a post-Parsonian ‘Harvard’ school (e.g. Skocpol 1979). This East Coast sociological institutionalism happens to be compatible with historical institutionalism in political science (Thelen and Steinmo 1992; Hall and Soskice 2001) and with a West European tradition of political and sociological economy (Whitley 1999; Maurice and Sorge 2000; Streeck and Yamamura 2001; Morgan et al. 2001). To put it simply, this variant of neo-institutionalism has not forgotten the embeddedness of Max Weber’s thought in the German Historical School. The notion of historical specificity remains present. However, this notion is often coupled with and sometimes even diluted into a notion of geographical specificity—with the nation-state as a key unit. The state or the national polity are instrumental in shaping and reproducing institutional frames. Some contributions have underscored the role of conflict and disorder—often by pushing a little bit of Marx on Weber (e.g. Skocpol 1979; Evans et al. 1985; Steinmo et al. 1992)! Others have pointed to the possibility of reconciling the structuring power of institutions with a space for individual agency and conflictual encounters (Djelic 1998; Beckert 1999; Djelic 2004). On the whole, though, most contributions under this label have tended, until recently, to emphasize order and stability rather than change and disorder, collective determinism rather than individual action. This variant of neo-institutionalism has avoided falling into the trap of a universal/universalizing Geist only to claim the multiplicity, the great resilience through time but also the nearly deterministic power of different national structural (in a few cases cultural) frames (Dobbin 1994; Guillen 1994; Whitley 1999; Hall and Soskice 2001).

EXPLORING KEY DEBATES—COHERENCE OR DIVERSITY?

After this rapid discussion of intellectual foundations, let us turn now to contemporary debates. Once again, it is impossible to be exhaustive. Hence, I focus only on certain debates—particularly lively and central today. I explore in turn discussions around the definition of institutions, the double issue of change and emergence, and the question of action and agency. The objective in what follows is simply to point to key arguments and developments. A background puzzle is whether those developments suggest a degree of coherence or else irreconcilable diversity across variants of institutionalism.
What are institutions? Exploring definitions

Douglas North and other neo-institutional economists define institutions as (rational) ‘rules of the game in a society’ or ‘more formally the humanly devised constraints that shape human interaction’ (North 1990: 3; North 2005: 48). Shepsle and other political scientists see institutions as ‘ex ante’ agreements about a structure of cooperation that ‘economize on transaction costs, reduce opportunism and other forms of agency “slippage” and thereby enhance the prospects of gains through cooperation’ (Shepsle 1986: 74). This rational-choice variant of neo-institutionalism has a tendency to propose, in the end, that existing institutional frames are efficient and reflect rationality. This is expected to impact directly upon organizational and behavioural solutions.

In Philip Selznick’s words, ‘to institutionalize means to infuse with values’ (Selznick 1957: 16–17). An institution is hence an organization that has moved from being an instrument to becoming a meaningful community. For Veblen, institutions referred to ‘widely prevalent habits of thought in a given community such that they are analogous to cultural themes or a Weltanschaung’ (Weed 1981: 72). For Meyer and Rowan, institutions are broad abstractions, ‘wide cultural and symbolic patterns’, ‘rationalized and impersonal prescriptions’, powerful ‘rational myths’ that infuse and diffuse in the organizational world (Meyer and Rowan 1977). Those cultural patterns, furthermore, are becoming increasingly homogeneous and rationalized the world over, suggesting in turn a process of organizational and behavioural isomorphism.

Historical neo-institutionalists, in sociology and in political science, conceive of institutions as essentially structural frames, organizational solutions, and formal rules or systems. They insist upon the particular significance of states and national boundaries for the structuration, stabilization, and reproduction of those institutional frames (e.g. Whitley 1999; Hall and Soskice 2001; Morgan et al. 2005; Streeck and Thelen 2005). Historical neo-institutionalism tends to underscore entrenched and path-dependent differentiation (mostly across national boundaries). National institutional environments are historical constructs, the crystallized sediments of a past national history. They generate deep-rooted systemic and behavioural inertia.

This rich diversity of definitions reveals important fault lines within the broad institutionalist family. Those fault lines have generated intense discussion through time and they help account for diversity across variants of institutionalism. Firstly, are we talking about only formal rules or do we include also informal conventions when we talk of institutions? Secondly, and relatedly, are institutions ‘material’ objects—laws and codes, systems of coordination, organizational arrangements, technologies and routines—or are they instead cognitive scripts and cultural patterns? Thirdly, are institutions locally and territorially bounded constraints or else are they broad and virtual patterns without boundaries? Fourthly, are institutions external to the actors, pre-existing constraints for human action or else the products of human design and action? Fifthly, are institutions rational and efficient or else do they reflect the irrationality of historical accidents? Finally, are institutions the ‘rules
of the game’ or do the rules of the game become institutions only if and when they are acted out?

Looking at more recent contributions, it would seem that a form of compromise if not a common position is emerging, including across disciplines. For some time now, Richard Scott has proposed a definition of institutions that clearly goes well beyond some of the disagreements identified above. ‘Institutions are comprised of regulative, normative and cultural-cognitive elements that, together with associated activities and resources, provide stability and meaning to social life’ (Scott 1995; Scott 2008: 48).

Djelic and Quack (2003: 18) work from a definition of institutions as having ‘both a structural dimension, including formal and informal rules and systems and an ideational dimension, including normative and cognitive patterns’. Recent contributions in institutional economics come very close. According to Avner Greif, ‘an institution is a system of rules, beliefs, norms and organizations that together generate a regularity of (social) behaviour’ (Greif 2006: 30). A coherent discourse is shaping around a definition of institutions as ‘rules of the game providing stability and meaning’ but with a multidimensional conception of the nature of rules of the game (Hall and Taylor 1996; Djelic and Quack 2003; Greif 2006). The latter are formal and informal, material and cognitive, organizational and cultural and the combination of these dimensions will vary through time and space. Contemporary contributions also often come to acknowledge the increasing role of broad, decontextualized and uprooted institutional patterns (Djelic and Quack 2003; Djelic and Sahlin-Andersson 2006; Scott 2008; Greenwood et al. 2008).

Those, however, only become of real significance if they get anchored into localized territories, if they get appropriated by real actors and are in the process acted out, endogenized, and indigenized. In other words, floating ideas are potential institutions. They won’t be real ones, though, in any concrete sense before they are acted upon and turned into ‘rules of the game providing stability and meaning’. Institutions, ultimately, should be understood as the sum of (abstract and formal) rules of the game and of the ways in which those rules are concretely acted upon and played out. Finally, there is an emerging consensus around a picture of institutions as being at the very same time products of human action and powerful constraints on actors. Institutions reflect the historical aggregation of multiple human actions. Still, at any single point in time, they also frame and constrain individual agency. Institutions are the products of human action. But they are complex products built through time and through a long succession of processes that includes unanticipated developments. Institutions do not reveal nor embody efficient and rational design—at least not necessarily. At any point in time, furthermore, institutions are external ‘facts’, ‘objects’ that structure and constrain individuals and their projects. This emergent coherence undeniably echoes a complete reading of Max Weber’s methodological individualism as presented above (Weber 1978: 13–14). Interestingly, it also opens the door for a theoretical reconciliation of institutional constraints and human agency.
Change and emergence

In the 1970s, the revival of the institutionalist argument initially came together with a focus on the constraining and resilient character of institutions. In the words of Clemens and Cook (1999: 441)

Institutions endure. As a reaction against methodological individualism, technological determinism and behavioralist models...the resurgence of institutionalist analysis in recent years has forcefully reminded social scientists of the significance of this relative permanence of a distinctly social sort.

Across different variants of neo-institutionalism, behaviours and structures were understood to be deeply embedded and constrained if not fully determined. Institutional persistence and its structural and behavioural impact were core preoccupations, and this across disciplinary boundaries (Powell and DiMaggio 1991; Djelic and Quack 2003; Streeck and Thelen 2005; Greenwood et al. 2008).

In the 1990s, calls for a partial reorientation spread fast. Across disciplines, the problematization of institutional change and emergence was clearly missing. Talking about rational-choice neo-institutionalism, Avner Greif has argued that the ‘institutions-as-rules approach is limited in analyzing institutional dynamics—that is the forces leading institutions to change and the influence of past institutions on subsequent ones’ (Greif 2006: 9–10). Talking about historical institutionalism in political science, Thelen deplored the predominant emphasis on comparative statics and the relative underdevelopment of theories of institutional formation and change (Thelen 1999; see also Streeck and Thelen 2005). This was an issue in fact for all variants of historical neo-institutionalism, across disciplines (e.g. Clemens and Cook 1999; Quack and Morgan 2000; Sorge 2000; Djelic and Quack 2003; Crouch and Farell 2004). Cultural neo-institutionalism in its early form also left little room for the exploration of change and emergence. The double question of the origins and transformation of ‘rational myths’ or potentially global ‘cultural patterns’ was not at all on the agenda (Djelic 1998; Djelic and Quack 2003).

If change was considered at all, it was in one of three ways. Some contributions approached change only to de-emphasize it. Institutional systems were depicted as coherent—the subsystems being linked to each other through complementarities. This generated a picture of profound entrenchment and nearly unshakable stability, even in the face of external shocks. At most, those perspectives pointed to small, progressive, marginal and non-consequential alterations (Whitley 1999; Zeitlin and Herrigel 2000; Hall and Soskice 2001). Some of the resilience of institutional systems has been related to an inherent ‘flexibility for stability’. These are mechanisms and properties which enable societal systems to adapt and readjust to changes in their environment without breaking with the overall system logic (Burns and Flam 1987; Offe 1995; Pempel 1998; Quack and Morgan 2000). Other contributions acknowledged the possibility of institutional change but essentially as a dramatic and rupture-like process, often implying a major crisis (Westney 1987; Djelic 1998). This has meant a picture of punctuated equilibria—a Kuhnian-type succession between...
periods of stability and moments of paradigm shift (Kuhn 1962; Krasner 1983). Finally, a third group of contributions pointed to a long-term evolutionary process and a progressive building up of a ‘world-society’ carrying standardized and rationalized cultural and normative patterns. Beyond the evolutionary trajectory, though, there was little specification in that approach of the concrete ways in which this global frame was building up, stabilized, or changed.

Recent contributions tend to question the simplistic alternative between no change and radical rupture. They are also wary of an understanding of change as predetermined evolution (Campbell and Pedersen 1996; Campbell 2004; Djelic and Quack 2003; Garud and Karnøe 2001; Sorge 2005; Streeck and Thelen 2005; Greif 2006; Djelic and Quack 2007; Schneiberg 2007). A form of compromise and coherence, here again, seems to emerge across disciplines. This compromise is defined by the possibility of ‘incremental change with transformative results’ (Streeck and Thelen 2005) or ‘gradual but consequential change’ (Djelic and Quack 2003). This understanding of change moves away from the model of punctuated equilibrium and points instead to the cumulative effects of ongoing and often subtle changes (Djelic and Quack 2007).

A number of mechanisms open up the possibility for change, including from within the institutional system itself. Campbell and Pedersen (1996: 207) find that ‘revolutionary change’ in post-communist societies often ‘embodied significant evolutionary qualities’. Stark (1992) suggests that institutional transformations ‘are more likely to entail processes of complex reconfigurations of institutional elements rather than their immediate replacement’ (Padgett 2001 makes a parallel argument for organizational genesis). Johnson (2001) proposes the concept of ‘path contingency’ to reconcile the possibility of ‘choice and chance’ and the importance of ‘past paths and institutional legacies’ (Johnson 2001: 255). Both Stark (1992) and Johnson (2001) underscore the time dimension of institutional transformation and the importance of sequencing and cumulative stages. Certain studies suggest the importance of interpretation as a mechanism opening up the possibility for change. Fligstein (1990) for example, looks at the role of courts and court interpretation, Garud and Karnøe (2001) consider the ‘mindful deviation’ associated with entrepreneurs, and Campbell (2004) explores the role of ideas in institutional transformation. Other contributions point to the importance of the ‘diffusion’ of institutions and institutional elements and to associated processes of translation, adaptation, hybridization (Westney 1996; Djelic 1998; Jacoby 2000). Thelen (2003) talks of institutional conversion. Existing institutional frames are redirected to new purposes and in a sense ‘revisited’. She identifies ‘layering’ as another mechanism where new institutional arrangements are ‘layered’ upon pre-existing ones. Crouch and Farrell (2004) or Schneiberg (2007) emphasize the fact that a multiplicity of institutional repertoires, including contradictory ones, can coexist in a particular institutional space. At any point in time, some may be active and others dormant but subtle external or internal pressures may lead to a rebalancing. Greif (2006: 16) also suggests going beyond (without forgetting them though) exogenous shocks to understand institutional change. He calls for a perspective treating institutional dynamics as a historical
process and integrating a focus on endogenous micro-mechanisms. ‘Institutions’, he argues ‘can remain stable in a changing environment and can change in the absence of environmental change while past institutions can influence the details of subsequent ones’ (Greif 2006: 16).

Action and agency

A closely related debate is that of action and agency. The question of change also raises the question of human action and intervention. Neo-institutionalist arguments have tended to hesitate there between two perspectives. On the one hand, we find a ‘post-Hegelian or Durkheimian temptation’. Institutions—as structure or culture—transcend individuals and represent pre-existing legacies that significantly constrain, if not determine, behaviours and patterns of action or organization. On the other hand, we find the ‘agency temptation’. From that perspective, institutions are human constructions and the direct consequence of human agency and intervention. As such, they reveal and express the needs and interests of individuals. Those two temptations have had a different place and role across variants of neo-institutionalism.

Rational-choice variants of neo-institutionalism, whether in economics or political science have interestingly explored both temptations at the same time. The key here is a distinction between rule-takers and rule-makers. When it comes to rule-takers, rational-choice neo-institutionalists leave very little space to agency, emphasizing instead the determinant weight of institutional constraints. Rule-takers face institutions very much as external and powerful sets of constraints (North 2000: 13). In the meantime, rational-choice neo-institutionalism interprets institutions as ‘humanly devised’ rules of the game that reflect and reveal human agency, intentionality, and rationality (North and Thomas 1973; Williamson 1975; Levi 1989; Milgrom et al. 1990). In general, rational-choice neo-institutionalists have kept in their theoretical frameworks the assumption of actor rationality. In contrast to mainstream economics, though, rational-choice neo-institutionalists acknowledge the bounded nature of rationality and point also to the fact that, in any given situation, rationality combines with pre-existing institutional conditions thus leading to context-specific decisions and solutions. While the hypothesis of rationality is used more cautiously than in mainstream economics, it still structures the argument. This hypothesis has the marked disadvantage of significantly limiting the types of behaviours and motives that can be picked up through such theoretical frameworks. Although the actor does appear, he/she never appears in her full complexity. In turn, this has naturally reflected negatively on the explanatory power of rational-choice neo-institutionalist arguments, particularly in contexts where ‘non-rational’ types of behaviours and motives play a significant role. The sense that the territory for this type of behaviour may be much broader than initially thought has furthermore significantly increased in recent years. In partial reaction, some recent developments in rational-choice neo-institutionalism are today receiving considerable attention (North 2005; Greif 2006). What we see is an attempt at ‘re-incorporating the old
institutionalism’s assertions’ not only ‘about limited rationality’ but also about ‘cognition’ and the role played by institutions in shaping cognition (Greif 2006: 11). According to Greif, ‘institutions provide the cognitive, coordinative, informational and normative micro-foundations of behaviour’, while they at the very same time ‘reflect the actions of the interacting agents’ (Greif 2006: 384). So agency is thinkable both with respect to rule-making and rule-taking. In both kinds of situations, though, we are talking about an embedded form of agency where ‘past institutional elements provide opportunities as well as constraints in the process of institutional change that able coordinators take advantage of’ (Greif 2006: 201). This undeniably resonates with the old institutionalists’ attempt at reconciling a theory of institutional constraints and a theory of action. It also brings to mind, obviously, the complete reading of Max Weber’s methodological individualism where the intentional individual is the ultimate causal agent behind socio-economic phenomena, but an agent highly structured and constrained by institutional frames (Weber 1978: 13–14).

Historical and cultural variants of neo-institutionalism have tended to err, at least during the first period of their development, on the side of structural constraint and determinism. Let us remember that those perspectives often emerged, in the different disciplines, in reaction to the predominance of behavioural perspectives, of actor- and rationality-centred theories (Thelen and Steinmo 1992). In contrast, they chose to focus on the constraining, if not determining, power of institutional frames. This does not necessarily imply an incompatibility with a theory of action. But as it turns out, most of those perspectives came to maturity with only limited consideration for the question of agency. Historical institutionalism has underscored the path-dependent nature of institutional frames and an ‘iron cage’-like structuring impact. Cultural institutionalism points to the inescapable framing weight of institutions understood as ‘wide cultural and symbolic patterns’. ‘What actors do’, in the words of key proponents of this theoretical perspective, ‘is inherent in the social definition of the actor himself. The particular types of actors perceived by self and others and the specific forms their activity takes reflect institutionalized rules of great generality and scope’ (Meyer, Boli, and Thomas 1994: 18). So actorhood and agency are not in principle unthinkable but they are necessarily of the ‘soft’ kind; we should never forget their deep embeddedness (Meyer 1996).

Towards the end of the 1980s, this disregard for agency was increasingly identified as a weakness—together with the lack of concern for the issue of change. Calls for the integration of a theory of agency then flourished (DiMaggio 1988; DiMaggio and Powell 1991; Scott 1995; Fligstein and Mara-Drita 1996; Beckert 1999; Clemens and Cook 1999). There were initially two main paths for this integration. A first path was to acknowledge that the institutional constraints human beings were embedded in were not simple, homogeneous, or coherent systems. Rather, the complexity, heterogeneity, and partial incoherence of institutional frames allowed individuals to use them as enabling bits and pieces, as toolkits. Individual and collective actors could creatively recombine the various institutional elements at their disposal to devise new or rather partially reinvented solutions to their
problems (Sewell 1992; Campbell 1997; Beckert 1999; Clemens and Cook 1999; Djelic and Quack 2003; Streeck and Thelen 2005). They could also pick and choose alternative solutions that lay around in a complex, multi-layered, institutional landscape. Plowing through institutional sediments, they could potentially revive in the process previously discarded solutions (Schneiberg 2007). A second path went through the introduction of the concept of institutional entrepreneurship. When actors have a strong interest in a particular institutional arrangement or solution and manage to mobilize and use resources to push for this solution, then we have, according to DiMaggio, ‘institutional entrepreneurs’ (DiMaggio 1988).

There was a danger, though, with this particular path. One could easily fall into the juxtaposition of a theory of (external) institutional constraints with a theory of (rational) action and strategic resource mobilization. So the path could lead either to something very much like the early version of rational-choice neo-institutionalism and its limits as underscored above or else to a profoundly schizophrenic construct.

The conception of institutions as deeply constitutive of actors, their expectations and their interests, is difficult to reconcile ontologically speaking with a conception of strategic, disembedded, and merely resource-based agency. Initially, this contradiction was recognized only by a small number of scholars (e.g. Beckert 1999: 781). The concept of ‘institutional entrepreneurship’ hence flourished in the literature and generated a fair amount of empirical and some theoretical work (Garud et al. 2002; Maguire et al. 2004; Greenwood and Suddaby 2006; Levy and Scully 2007; Garud et al. 2007, for a review see Hardy and Maguire 2008). Most of the time, it was used in a manner that is deeply incompatible with an institutionalist perspective. This has led recently to calls for reconsideration (Djelic and Sahlin-Andersson 2006; Schneiberg and Clemens 2006). In a recent contribution, Greenwood, Oliver, Sahlin, and Suddaby express this clearly:

A critical contribution of institutional analysis is its recognition that actors are not motivated solely by self-interest. Yet, at times, studies that analyze the strategies used by actors/entrepreneurs to achieve institutional change often ignore how and why institutional forces shape the strategies accepted as appropriate and the choice of strategies made by particular actors. Unless political processes are explicitly couched within an institutional context, the resultant story becomes premised upon actors behaving quasi-rationally and knowingly pursuing their interests. For us, this would be a political or resource dependence account, not an institutional one. (Greenwood et al. 2008: 31)

There is a possible way out of this contradiction if we build upon a number of contributions. Firstly, it is important from an institutionalist perspective to reaffirm that any form of actorhood is always of the ‘soft’ kind (Djelic and Sahlin-Andersson 2006; Schneiberg and Clemens 2006). With this concept, Meyer (1996) emphasized a view of actors—be they organizations, states, or individuals—as culturally and institutionally embedded and hence both constrained but also enabled (see also March 1981). This conception of ‘soft actor’ resonates with Avner Greif’s strong reminder that agency is always of the embedded kind (Greif
2006). It is also profoundly compatible with Schumpeter’s understanding of entrepreneurship as difficult to recognize as such ex ante, as historically and institutionally bounded and located, as partly an exercise in bricolage and recomposition (Schumpeter 1947; 1949; Jones and Wadhwani 2006). Secondly, we have by now a rich empirical and theoretical literature pointing to the great (and possibly increasing) heterogeneity of institutional resources (Clemens and Cook 1999; Crouch and Farrell 2004; Thelen 2003; Streeck and Thelen 2005; Djelic and Quack 2003; Morgan and Kubo 2005; Morgan et al. 2005; Djelic and Sahlin-Andersson 2006; Schneiberg 2007). We should naturally build upon those contributions. Actors are embedded at the very same time in multiple layers of institutional constraints. Institutional memories and sediments persist and can be reinvented. Actors move across multiple kinds of boundaries and cross over many different institutional spheres. This clearly points to the possibility of bricolage and recomposition as significant source of institutional ‘activity’ (Douglas 1986; Djelic and Quack 2007; Djelic and Quack 2008). Thirdly, some of the insights from the literatures on social networks and social movement may be useful to escape the ‘hero’ imagery that is both too simplistic and inadequate when we talk about institutional emergence and change (Padgett and Ansell 1993; Schneiberg and Lounsbury 2008). Most of the time, the emergence of new institutional practices or their transformation ‘result from spatially dispersed, heterogeneous activity’ (Lounsbury and Crumley 2007). ‘Entrepreneurship’ in other words is often a collective process that implies and involves multiple actors with different kinds of resources and different patterns of embeddedness (Kleiner 2003; Djelic 2004; Botzem and Quack 2006; Lounsbury and Crumley 2007). Fourthly, physical and spatial dispersion and the collective and aggregative dimension of the process combine with temporal sequencing. Institutional transformations take time; they are long-drawn-out processes with multiple stages and sequences (Munir and Phillips 2005; Djelic and Ainamo 2005; Botzem and Quack 2006). This suggests the possibility of a fair amount of decoupling between the particular, locally- and temporally-bound objectives of certain actors and longer-term developments. This takes us far away from heroic, strategic, and interest/rational-based accounts of institutional transformations and brings us instead much closer to institutional emergence, stories of partial lack of intentionality, ‘path generation’ or ‘robust action’ epics. In the words of Padgett and Ansell, ‘ambiguity and heterogeneity, not planning and self-interest, are the raw materials of which powerful states and persons are constituted’ (Padgett and Ansell 1993: 1259). This applies well, we suggest, to processes of institutional emergence and transformation. Finally, the emerging contributions on and around the concept of ‘institutional work’—institutionalization and deinstitutionalization as combination and aggregation of situated practices—can provide interesting insights (e.g. Lawrence and Suddaby 2006). There is a risk, though, here again of a ‘return to the rational actor model’ and the main contributors to this perspective underscore the importance of not falling into the trap (Lawrence and Suddaby 2006: 219).
CONCLUSIONS

The paths explored in this chapter point to a highly vibrant and dynamic literature indeed. The first section highlighted insights and debates that have historically been common, beyond and behind the multiplication and often the increasing estrangement of different variants of institutionalism across as well as within disciplines. The following section turned to contemporary discussions on a number of key issues. Neo-institutionalists of all kinds and stripes are today grappling with the definition of institutions, with issues of change and emergence, and with the challenge of agency. At a superficial level, we see a flurry of contributions and an apparent tower of Babel. When we enter more systematically into the debates, though, we find a fair amount of coherence. We cannot talk about convergence but we certainly can about the possible emergence of a coherent compromise that spans different variants of institutionalism. Interestingly, this emerging compromise—across disciplines—brings us closer to some of the key insights associated with an earlier ‘old institutionalism’ in American social science.

With respect to the definition of institutions, the emerging compromise has three main dimensions. Firstly, if institutions are understood as ‘rules of the game providing stability and meaning’, the associated conception of the nature of those rules is multidimensional. Rules can be formal or informal, external structures or cognitive and cultural frames and the combination will vary through time and space. Secondly, there is an increasingly widespread conception that there is no institution without some degree of appropriation, rooting, and stabilization. Institutions, ultimately, are the sum of rules of the game and of the ways in which those rules are concretely played out. Thirdly, institutions are increasingly understood as reflecting the historical aggregation of multiple human actions and at the same time, as framing, at any single point in time, an external constraint to individual agency. Institutions are the products of human action. But they are complex products built through time and aggregate processes with partly unanticipated developments.

With respect to institutional change, the emerging compromise points to processes at the same time gradual and consequential. Recent contributions move away from the simplistic alternative between rare and radical, rupture-like, change on the one hand and powerful path dependencies implying little if no change on the other. They point instead to incremental change with transformative results. The model of change that emerges across variants of neo-institutionalism moves away from the model of punctuated equilibrium and points instead to the cumulative effects of ongoing and often subtle changes. Mechanisms can be both exogenous and endogenous to the institutional system itself. There is still room, naturally, for external shocks and pressures but also for more subtle patterns of diffusion, translation, and interpretation. But endogenous mechanisms also play a significant role. *Bricolage* and recombination from and around a broad institutional repertoire can generate change endogenously. The rediscovery and reinvention of institutional sediments is also a possibility. Institutional conversion—where given institutional frames are
redirected to new purposes—is another form of endogenous mechanism. So is institutional layering—where institutional elements are layered upon pre-existing institutional arrangements. Micro-mechanisms of engagement with institutional frames, if they are repeated, aggregated and combined, can ultimately bring about both deinstitutionalization and reinstitutionalization.

Finally, with respect to agency, the emerging compromise has five main dimensions. Firstly, a theory of agency is compatible with a theory of institutional constraints but the associated conception of agency should be a ‘soft’ one. From an institutionalist perspective, action is always embedded action. Secondly, institutions are constraints but also resources—and very often a rich and heterogeneous pool of resources. There is, undeniably, room for agency in the multiplicity and heterogeneity of this pool of resources. Thirdly, institutional entrepreneurship is rarely a case of individual ‘heroism’. Most of the time, it reflects instead a spatially dispersed, multi-nodal and complex process; institutional entrepreneurship is often of a collective kind. Fourthly, this process also has an important temporal dimension and institutional transformation has, most of the time, several stages and sequences. Finally, the type of agency associated with institutional transformation is generally better described by terms like ambiguity, unexpected developments, and complex motives than by an image of self-interested and rational strategic action.

The issues discussed above remain important in contemporary debates. However, they are not the only frontiers for institutional theory. As a final note to this conclusion, I would like to just briefly mention three other important areas for exploration. A first challenge has to do with the interplay between institutions and transnationalization. Contemporary transnationalization implies processes of deinstitutionalization and reinstitutionalization that go across and beyond the level of the field, or of the industry, or of the nation-state. There is a need for more empirical work as well as more systematic theoretical reflection on this interplay. In particular, we may want to explore the development of transnationalization as revealing complex processes of institutional construction and emergence and reflecting in turn in many different ways upon pre-existing institutional arrangements (Djelic and Sahlin-Andersson 2006; Djelic and Quack 2008). A second challenge has to do with issues of power, interests, and hegemony. We need to go beyond benign and neutral depictions of processes of deinstitutionalization and reinstitutionalization as reflecting a combination of exogenous and endogenous mechanisms. We need to inject in our readings of those processes a healthy dose of preoccupation for associated power games. We should not stop there, though. We should also explore patterns of hegemony building and hegemony contestation. Ultimately, we should probably be looking further into the complex interplay of hegemony logics and more classical and ‘visible’ resource-and interest-based power games. There lies, I suggest, an important dimension of contemporary institutional dynamics. A related third challenge, obviously, is our capacity to reintegrate notions of conflict and disorder into institutional perspectives. Processes of deinstitutionalization and reinstitutionalization, institutional stabilization, institutional emergence and change all imply, as argued above, individuals, engagement, interactions, interpretation, power games, and negotiation.
All those in turn are bound to generate struggle, disorder, and conflict. Struggle, disorder, and conflict are intrinsically part, I would argue here, of an institutionalist perspective of the world. One could even go one step further and argue that this is precisely what differentiates institutionalism from structural and functionalist theories, or rational action frameworks.
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CHAPTER 2

BEYOND COMPARATIVE STATICS: HISTORICAL INSTITUTIONAL APPROACHES TO STABILITY AND CHANGE IN THE POLITICAL ECONOMY OF LABOR

KATHLEEN THELEN
INTRODUCTION

These are turbulent times in labour markets—and in labour market research. More volatile international markets, a resurgence of neo-liberal ideology, and the secular decline of manufacturing have shaken up traditional politics in the advanced industrial countries. These developments have prompted programmatic shifts within and among the main political parties, precipitated coalitional realignments among key political-economic actors, rearranged the ‘winners’ and ‘losers’, unleashed new demands, and confronted policymakers with a host of new challenges. The same trends and dynamics have also shaken up scholarship on labour market institutions and political economy, exposing gaps and shortcomings in the frameworks on which scholars have long relied to make sense of politics and outcomes in the advanced political economies.

This chapter will consider the challenges confronting students of political economy in the contemporary period, which can be characterized as the task of moving from the analysis of comparative statics to a more genuinely dynamic model of institutional evolution and change. It considers how well two important strands of the literature on the political economy of the advanced industrial democracies deal with the theoretical and methodological challenges that recent developments pose. One highly influential stream of scholarship, the varieties of capitalism (VoC) framework, is based on national models defined by strong institutional complementarities across the various institutional arenas (industrial relations, finance, training, corporate governance) that together define distinctive models of capitalism. This theory emphasizes the constitutive power of institutions in shaping the strategies of key political-economic actors, particularly employers, and sees powerful feedback loops at work that sustain distinctive trajectories of development cross-nationally even in the face of common challenges. A second, ‘pragmatic constructivist’ (PC) perspective contrasts sharply with the varieties of capitalism approach on many dimensions.¹ Scholars in this school do not view political economies as coherent national models but rather as complex assemblages of often contradictory features. Against the VoC view of dynamic resiliency and strong path dependency, the PC school emphasizes agency, institutional fluidity, and historical contingency.

I use an examination of the strengths and weaknesses of these two literatures as a foundation for elaborating an alternative historical-institutional approach to stability and change in labour market and other political-economic institutions. In constructing this alternative, I underscore the problems associated with research strategies that overemphasize one component—the structural-institutional or the agentic-contingent—to the neglect of the other. The literature on VoC—while deeply attuned to the impact of institutions—is sometimes insufficiently historical in the way it conceives of these institutions and neglectful of the political (as opposed to

¹ The term ‘pragmatic constructivism’ comes from Gary Herrigel, one of its most prominent practitioners (personal communication, 2 February 2008).
efficiency-based) dynamics behind their reproduction. The alternative, PC approach also falls short but for the opposite reason: while appropriately historical and more centrally concerned with issues of change, this body of work is insufficiently institutional, frequently overstating the degrees of freedom actors enjoy, and understating the extent to which existing institutions shape their strategic responses to new challenges. While the VoC perspective overemphasizes resilience and institutional robustness, the PC approach overemphasizes fluidity and contingency. When it comes to change, their strengths and weaknesses are mirror images of one another.

Moreover, as different as these two approaches are on many dimensions, scholars subscribing to each of them appear to share a common emphasis on institutions as devised and sustained by actors in order to achieve joint gains through cooperation. Conceiving institutions in this way, however, often obscures the power-political, distributional foundations of the institutions of the political economy and diverts attention from the political struggles that shape and reshape these institutions over time. In contrast to both these perspectives, I will argue that it is not the problem-solving capacities of institutions and rules but instead their power-based underpinnings and the distributional contests these inspire that hold the key to understanding both stability and change in labour market institutions. Considerations of power lie at the centre of historical-institutionalism as an approach to the study of politics, and power-distributional struggles define this approach’s distinctive perspective on institutional evolution and change.

The chapter consists of four sections. I begin by sketching out the contemporary state of affairs both with respect to empirical developments in labour market institutions and especially in the theoretical apparatus on which we have traditionally relied to make sense of these. I argue that institutionalists face a new challenge to move beyond the analysis of comparative statics and into a truly dynamic institutionalism that can comprehend not just institutional effects, but institutional reproduction and change. Second, I consider the strengths and weaknesses of the VoC and PC approaches to the study of labour market institutions and political-economic change. Third, I make the case for an alternative historical-institutionalist framework for analyzing institutions and institutional change that weaves together key insights from the VoC and PC literatures, but combines these in a way that avoids both the determinism of the former and the indeterminacy of the latter. A fourth section concludes and suggests an agenda for research.

**Beyond Comparative Statics**

The past two decades have witnessed important changes in the political economies of the advanced industrial countries, particularly, but by no means exclusively, with respect to labour market institutions. Changing patterns of competition in international trade, the

---

2 The most recent work in this vein has begun to address these weaknesses, however. See especially (Hall 2007) and (Iversen and Soskice 2009).
decline of manufacturing, demographic shifts, technological advances, and changing
gender relations all contribute to defining an economic and political context that is very
different from the ‘Golden Age’ of post-war capitalism in the 1950s and 1960s. Higher
unemployment, chronic low growth, and severe budget constraints in most countries
intensify the problems policymakers face and limit the room for manoeuvre they have to
address these issues.

Beyond the practical and policy challenges, contemporary trends pose some
formidable theoretical challenges, because these same empirical developments have
been associated with some very significant changes in many of the political-economic
institutions that regulate, mediate, and shape the operation of labour markets. To
appreciate what this means for the study of labour markets, we must recall that,
traditionally, most of the literature on the political economy of the advanced
industrial countries has been organized around the analysis of comparative statics,
in which institutions are invoked as a key explanatory (independent or intervening)
variable shaping diverse policy and political outcomes cross-nationally. The idea, in
short, has been that the institutional arrangements that characterize different models
of capitalism are important for the way they mediate how countries can and will
respond to various shocks.

This is a venerable tradition not just in the literature on political economy but on
institutionalism more generally. The pioneering work of Peter Katzenstein, and in
particular his agenda-setting Between Power and Plenty, was a landmark study in
political economy, but also in the emergence of what became known as the new
institutionalism in political science (Katzenstein 1978). The same kinds of argu-
ments—invoking institutions to explain persistent cross-national diversity in out-
comes—run though the entire literature since that time. Studies of corporatist
interest intermediation in the 1970s and 1980s, for example, drew attention to the
impact on macroeconomic outcomes of differences in the strength and structure of
organized labour in the developed democracies (see, e.g. Cameron 1984; Schmitter
1981). Revisions to this literature by Calmfors and Driffill and, in a different way, by
David Soskice, refined our understandings of these connections while also drawing
attention to the role of employers and their associations in sustaining positive
economic outcomes in Europe’s ‘organized’ political economies. (Calmfors and
Driffill 1988; Soskice 1990). Wolfgang Streeck’s influential work on the German
model as a system of ‘beneficial constraints’ identified at much closer range the
specific mechanisms that ‘forced and facilitated’ employers to respond to market
developments in ways that were consistent with high wages and strong unions
(Streeck 1991; 1997). The common thread in all of this work was to identify the
core institutional features of different models of capitalism and to show how these
drove different employer strategies and policy responses which were in turn asso-
ciated with distinct distributional outcomes across the advanced industrial world.

Against this backdrop, the most important aspect of the current period (both in
the labour market itself but also in the scholarship designed to make sense of
developments within it) is that many of the institutions that served as theoretical
anchors for explanations of cross-national variation are themselves under increasing
strain and in many cases undergoing important changes. Take for example collective bargaining institutions, a cornerstone component of virtually all accounts of cross-national diversity. Industrial relations institutions, and specifically centralized collective bargaining, have been the object of intense reform efforts, in some cases resulting in explicit formal-institutional reconfigurations (e.g. Britain and Denmark) and in other cases undergoing more subtle transformations through erosion or drift (e.g. Germany and France) (Pontusson and Swenson 1996; Wallerstein, Golden, and Lange 1997; Hassel 1999; Thelen and van Wijnbergen 2003). Likewise, vocational training institutions—so central to Streeck’s original beneficial constraints arguments, as well as to the contemporary varieties of capitalism literature—are under intense strain due to technological changes and the transition from manufacturing to services (Culpepper and Thelen 2007; Thelen 2007). Welfare regimes, too, are currently undergoing significant reforms across the advanced industrial countries, as governments respond to the cumulative pressures of long-term unemployment, demographic shifts, and ongoing fiscal crisis (Hacker 2005; Palier and Martin 2007; Levy 1999; Häusermann forthcoming).

We have a situation, in other words, in which many of the institutional arrangements that scholars have traditionally invoked to explain cross-national differences in policy and political responses to common pressures are themselves in flux as a result of these same pressures. This situation poses a real intellectual challenge. Although in the meantime institutional analysis has flourished and also spawned different variants (Hall and Taylor 1996), none of these traditionally has been very adept at dealing with the question of how institutions themselves evolve and change over time.3

Until very recently most institutionalist scholars have fallen back on a punctuated equilibrium model that encourages us to think of change as abrupt and discontinuous, characterized by the breakdown of one equilibrium or set of institutions and practices and its replacement with another. The problem with this is that most of the changes we can observe in labour market institutions—and political-economic institutions generally—are not of a variety that can be comfortably characterized in terms of wholesale breakdown or collapse (Hacker 2005; Palier 2005; Levy 2005). Instead, they take the form of shifts that are gradual and incremental, though cumulatively transformative (Streeck and Thelen 2005b; Djelic and Quack 2003). In some cases, we observe creeping changes at the formal-institutional level, but in other cases significant shifts occur under the veneer of high levels of formal stability, as institutions are ‘hollowed out’ through defections, or are subtly redirected to serve purposes that are very distant from their original aims (e.g. Hassel 1999; Thelen 2004). As a result, many of these changes do not even ‘register’ as change in the context of many prominent theoretical frameworks (Höpner 2007; Thelen 2009).

3 This is beginning to change, as a growing number of scholars confront this issue. For a more extended discussion see Mahoney and Thelen, 2010: chapter 1.
The challenge for institutionalists, in short, is to capture the processes that are subtly transforming labour market institutions in the rich democracies, and in so doing, to move institutional analysis beyond its traditional ‘comfort zone’ of comparative statics to generate a more genuinely dynamic account of institutional reproduction and change. The next two sections discuss two important perspectives in the literature that represent distinctive approaches to these problems, the varieties of capitalism approach and the pragmatic constructivist approach. I discuss the characteristic strengths and weaknesses of these two bodies of scholarship, before turning to my own alternative, historical-institutionalist, account.

Two Perspectives on Political Economy and Institutional Change

Varieties of capitalism

The most prominent framework in the literature has been proposed by Peter A. Hall and David Soskice in their influential book, Varieties of Capitalism (Hall and Soskice 2001). Hall and Soskice offer a theory built around a core distinction between ‘coordinated’ versus ‘liberal’ market economies (CMEs and LMEs, in the shorthand). The key difference between these broad families of political economy relates to differences in the capacity of employers to coordinate among themselves (and with labour) in order to achieve joint gains through cooperation. The framework is based on an equilibrium model in which CMEs and LMEs represent two distinct and robust systems with strong self-enforcing tendencies. The systemic quality of individual political economies is captured in the notion of institutional complementarities that is central to the VoC framework. Labour market institutions are embedded in, and tightly coupled with, other political-economic arrangements (including financial institutions, structures of corporate governance, and welfare institutions). Political economies thus represent coherent clusters of complementary institutions, with liberal market economies relying on markets to coordinate endeavours within these various arenas, and coordinated market economies featuring institutions that facilitate non-market coordination in these realms.

The theory was conceived against the backdrop of arguments predicting that globalization and deindustrialization would undermine the more egalitarian political economies of Europe, by driving competitive deregulation in labour market and other institutions in these CMEs. In sharp contrast to these theories that foresaw convergence

There is no claim that all countries represent ‘pure types’. However, Hall and Soskice do suggest that purer types may be more efficient (Hall and Soskice 2003), and Hall and Gingerich provide some evidence that institutional coherence is associated with higher growth rates (Hall and Gingerich 2009).
on the Anglo-Saxon model, Hall and Soskice maintained that contemporary pressures would if anything enhance the difference between liberal and coordinated market economies. Where other scholars cited waning labour strength as the key variable producing convergence, VoC attributes the resiliency of distinctive models of capitalism above all to the divergent preferences of employers in LMEs and CMEs.

Because these distinctive types of political economy support different firm strategies in the market, employers and their governments will confront new challenges by seeking to strengthen the particular foundations on which their competitive national advantage is based (Hall and Soskice 2003; Hall 2007). So while firms in liberal market economies like the United States will have an interest in intensifying market pressures (deregulation), those in CMEs will seek to retain previously built coordinating capacities. Thus, for example, manufacturing employers in coordinated market economies are heavily invested in production strategies that rely on an ample supply of skilled labour. For this reason they will not abandon coordinated training and collective bargaining regimes at the first sign of labour weakness because they in fact depend on these institutions for their continued success in the market. These employers will also not necessarily seize on political opportunities to dismantle strong works councils, because such arrangements traditionally have guarded against problems of ‘hold up’ that can plague firms that rely on the kinds of production strategies they are pursuing. These institutions are valued because they underpin and sustain the long-term and trustful relations between workers and employers that are so important for the success of manufacturing strategies based on flexibility and high-quality production (Hall and Soskice 2001: 22–6). Although LMEs and CMEs are not immutable, they exhibit strong self-enforcing tendencies.

The varieties of capitalism perspective has considerable strengths and merits. Its influence can be measured in the outpouring of publications it has generated, as well as in the fruitful research agenda it has inspired. One of the attractions of the theory is that it provided a powerful and much needed corrective to a previous wave of theorizing that saw traditional labour institutions, especially in ‘coordinated market economies’, as fragile in the face of neo-liberal ideology and more volatile international markets since the 1980s. Such convergence theories have not been borne out (e.g. Kitschelt et al. 1999; Hall and Gingerich 2009). Collective bargaining institutions, for example, are important for a range of distributional outcomes including wage dispersion and income equality. Despite some important changes in CMEs, industrial relations in these countries have mostly remained quite centralized especially compared to those in LMEs (Wallerstein, Golden, and Lange 1997). In some cases where significant decentralization occurred (as in Sweden or Denmark), bargaining has re-equilibrated at a high level of coordination. Given further deregulation and ongoing declines in unionization in LMEs, VoC’s predictions of a continuing gap between the two families of countries seem to be well vindicated. Welfare regimes, similarly, continue to diverge in terms of both coverage and generosity in CMEs and LMEs. Despite reforms in all countries, unemployment, disability, sick pay, and old age coverage is still much more generous in the former than in the latter (Pontusson 2005; Hall and Gingerich 2009).
Many have criticized VoC as a static model, but this charge confuses the theoretical framework with the institutional outcomes it predicts. Like other equilibrium theories, VoC provides a compelling and highly dynamic account of institutional reproduction. The theory draws attention to powerful feedback effects and specifically to employers’ own continuing interest in the institutional arrangements around which they have organized their strategies in the market. The core claim is not that institutions survive through inertia, but rather that because comparative advantage within different countries is premised on different production strategies relying on different institutional and policy supports, employers and policymakers will seek to retain and enhance those capacities in the face of new challenges.

Empirical research has validated many of these assertions, demonstrating that employer preferences do provide a better explanation of the sometimes surprising resilience of many of the institutions in CMEs, in the face of new competitive pressures, than rival theories that attribute these outcomes to institutional ‘stickiness’ or even successful union defence (e.g. Thelen 2002; Callaghan 2009). Moreover, while some have criticized VoC’s over-attention to employer interests (e.g. Pontusson, Rueda, and Way 2002), it does not seem too far-fetched to think that, in capitalist economies, employers do exercise very significant powers. We can agree that employers cannot determine outcomes unilaterally, but it also seems clear that where capitalists are intent on changing institutions, even the strongest labour movements are unable to resist (as the cases of bargaining decentralization in Sweden and Denmark illustrate).

In short, the strengths of varieties of capitalism are many, particularly in explaining broad and persistent cross-national differences in institutions and policy outcomes. However, the theory has fared somewhat less well when it comes to explaining change over time within particular countries. Labour market institutions are under severe strain, and welfare policies have been considerably revamped in almost all the advanced industrial countries in the past decades. These changes are significant, even if the results do not suddenly transport countries from the CME to the LME ‘column’. A part of the difficulty the VoC framework has in capturing and analysing these changes thus has to do with the rather broad and dichotomous categories on which the theory rests. Another problem, though, is rooted in the theory’s equilibrium view of institutions. As Greif and Laitin have pointed out, in equilibrium models all behaviour is endogenous, which means that, short of exogenous shifts or shocks, all feedback is positive and operates to shore up existing arrangements (Greif and Laitin 2004).

Both of these features help to explain a certain tendency in the VoC literature to code many of the changes one observes in CMEs as minor adjustments undertaken to shore up an existing model rather than as a fundamental challenge to that model—a practice that sometimes imposes rather high demands on ‘real’ change to be recognized as such (Streeck and Thelen 2005b). For example, all CMEs have undertaken important reforms to their welfare and labour market institutions—introducing more stringent unemployment benefits, more vigorous activation policies, supplementary private pensions, and other measures aimed at cost containment. Clearly these welfare regimes remain distinct from LMEs, but it is also hard to write off the changes that have occurred as trivial. Based on previous research, what we know for sure is that
in institutional change in advanced political economies is unlikely to take the form of a
direct frontal attack on traditional institutions and more likely to proceed incrementally (Palier 2005; Hacker 2005; Streeck and Thelen 2005b). The varieties of capitalism framework in the past seemed ill-suited to capturing and analysing the kinds of gradual and incremental, but cumulatively significant, shifts that are transforming the political economies of the advanced industrial democracies.\(^5\)

As I have pointed out elsewhere (Thelen 2002; Thelen and Kume 2006), the core distinction around which the dichotomy between LMEs and CMEs is premised, employer coordination, is often based on a highly composite (national-level) picture of employer interests. Thus, in this literature, employers in CMEs are seen as ‘invested’ in various institutions (e.g. vocational training or centralized collective bargaining) and from this it follows that they will have an interest in maintaining those institutions—among other things, as the site within which they can continue to coordinate among themselves, to the benefit of all. However contemporary market conditions do not just activate new conflicts between labour and capital (as is widely known and theorized); they also activate new tensions and strains among firms and industries that are differently situated in domestic and national markets (see, e.g. Iversen 1996, 1999; Carlin and Soskice 2009). In this context it is important to think of coordination as a political process and something that has to be constantly nurtured and patched up, and sometimes even renegotiated completely (Hall and Thelen 2009). Only by doing so can we capture the power-distributional underpinnings of coordination and the political conflicts that are crucial to understanding change in these institutions over time.

Historical accounts have amply documented that the institutional arrangements governing labour markets in the advanced industrial countries are the product of political struggles in which there are winners and losers on both sides of the class divide (Mares 2000; Swenson 2002; Thelen 2004). And as an empirical matter we know that today, as well, there are tensions at work behind many of the institutions around which the VoC framework is organized. Even setting aside conflicts between labour and capital and focusing special attention—as VoC does—on firms, it is clear that different segments of capital have different interests, and conflicts among them are likely to be constantly activated by changing international conditions. Coordination, in other words, is a deeply political outcome and the particular forms it takes reflect the exercise of political power by specific identifiable coalitions over others. This is a point that is sometimes obscured by the VoC emphasis on efficiency (but see Hall 2007; Hall and Thelen 2009; Iversen and Soskice 2009).

In sum, the varieties of capitalism literature is persuasive in laying out the institutional logic within which employers conceive of their interests and formulate their strategies. However, the approach in the past has had a tendency to overpredict stability in institutions and to neglect the political as opposed to the utilitarian or market logic on which these institutions rest. The second literature noted above provides a stark alternative.

\(^5\) But see (Hall 2007) for an explication of the path dependent nature of change.
Pragmatic Constructivism

An alternative approach, which its practitioners refer to as ‘pragmatic constructivism’ is in some ways the mirror image of VoC. Whereas the VoC perspective emphasizes distinctive national models and broad families of capitalism defined by their institutional features, pragmatic constructivists stress institutional diversity and fluidity—within countries and over time as well as across countries. Scholars in this school insist that political economies cannot be studied as ‘national models’ because they embody a range of different types of arrangements that often stand in tension with one another. As Jonathan Zeitlin puts it with reference to welfare state regimes: ‘Most national cases . . . do not fully correspond to a single pure type . . . but comprise instead an idiosyncratic and historically contingent mix of institutions and programs derived from different models’ (Zeitlin 2003: 13). Sceptical of VoC’s claims of long-standing systemic differences between CMEs and LMEs, pragmatic constructivists instead emphasize how single countries contain within them diverse forms of economic governance (Berk and Schneiberg 2005; Herrigel 2007: 482).

Following from this, pragmatic constructivists do not see a world in which the institutional arrangements governing various aspects of a country’s political economy exhibit the kind of institutional complementarities or coherence that are central to the VoC framework. Instead, countries represent complex configurations featuring ‘improbable combinations’ of institutions and organizational forms (Herrigel 2007: 481). In this view as well, the landscapes of contemporary political economies are littered with the remnants of what Barrington Moore once called ‘suppressed historical alternatives’ that pragmatic constructivists see as resources that remain available to actors as they cope with new problems and challenges (Sabel and Zeitlin 1997a; Berk and Schneiberg 2005: 47). Where such internal heterogeneity might be seen by VoC scholars as a source of inefficiency (e.g., Hall and Gingerich 2009), political constructivists see this kind of diversity as a crucial ‘adaptive resource’, and some suggest that ‘mongrel’ systems may be more robust than purer models (Zeitlin 2003: 14; see also Crouch 2001).

Finally, where VoC stresses that the historically evolved institutions that characterize CMEs and LMEs (and distinguish them from one another) are resilient over time, pragmatic constructivists emphasize institutional fluidity and historical contingency. Far from being ‘locked in’ or subject to any particularly stabilizing feedback effects, institutions in this view are extremely fragile and constantly under reconstruction. In Herrigel’s words: ‘. . . complexes of rules are highly contingent constructs and are recurrently recomposed’ (Herrigel 2008: 114). Pragmatic constructivists see institutional rules as temporary resting places, the products of ongoing experimentation, learning, and deliberation, devised by actors as ‘corrigible’ solutions to the changing problems they confront in their dealings in the market and with each other (Sabel 1994).

The strengths and weaknesses of this approach are in many ways the mirror image of those of the VoC framework. One of the strengths of the approach is that it takes account of important changes over time, and of variety within countries, that are frequently obscured in the VoC framework. In contrast to the more stylized VoC
accounts that downplay sub-national or even national specifics in favour of drawing out broad patterns across the advanced industrial world as a whole, the PC literature provides richer accounts, often focusing on individual regions, sectors, companies, or specific time periods (e.g., the contributions to Sabel and Zeitlin 1997b; also Berk 1994; Herrigel 1996; Whitford 2005; Berk and Schneiberg 2005). PC scholars stress institutional incongruity and complexity, thus complicating the easy assignment of a country to a particular ‘model’ of capitalism.

Related to this, pragmatic constructivists are keenly attuned to changes, including subtle changes that do not show up on the radar screen in other approaches. Where VoC stresses historical continuity within—and durable differences between—LMEs and CMEs over time, PC scholars see institutions as more mutable, and observe as well elements of diffusion, exchange, and blending across the LME/CME divide. These studies thus uncover elements of coordination in putatatively ‘liberal’ market economies like the United States (Berk and Schneiberg 2005), or document intense regional differences within a single country like Germany or Italy (Herrigel 1996), or identify moments of high contingency at which either coordinated or liberal responses appeared to be equally possible (Zeitlin 1996).

Pragmatic constructivist accounts of current developments likewise downplay national homogeneity and historical continuity in favour of emphasis on ‘complexity, variety, process, and recombinatory change over time within cases’ (Herrigel 2007: 482). Hybridization, experimentation, deliberation, learning, and the diffusion of ideas figure prominently in these accounts as shaping policy responses and reconfiguring institutions along lines that defy easy categorization as unequivocally ‘liberal’ or ‘coordinated’ (Zeitlin 2000). Danish flexicurity is given as a contemporary example of the kind of creative combinations and institutional hybridity that PC scholarship underscores (e.g., Campbell and Pedersen 2007; also Zeitlin 2003; Crouch 2005).

Finally and again in contrast to structuralist accounts, PC assigns a prominent role to agency. Rather than responding mechanically to institutional constraints and opportunities, PC emphasizes agents who improvise, borrow freely, and learn from other actors. Indeed—and this is the constructivist part of pragmatic constructivism—these scholars suggest that agents’ mutual interactions with one another can cause them to rethink not just their strategies but their own roles and identities in a more profound way. Thus, in one of the foundational texts in this genre, Sabel argues that ‘discrete transactions among independent actors become continual, joint formulations of common ends in which the participants’ identities are reciprocally defining... [Through deliberation and interaction] parties can reinterpret themselves and their relation to each other by elaborating a common understanding of the world’ (Sabel 1994: 138). Herrigel echoes this same point in a different context: ‘Actors, enacting roles that the rules are designed to govern, continually reflect upon and evaluate the adequacy of both their roles and of the governing rules as they struggle to cope with the challenges and opportunities of their situation’ (Herrigel 2008: 114; see also Sabel and Zeitlin 2008 on the role of deliberation and learning; and Berk and Schneiberg 2005).
We can thus see that some of the strengths of the PC approach lie precisely in the way they illuminate issues and areas that are underdeveloped in more structuralist accounts. The weaknesses of this approach are, then, also in many ways the mirror image of those of VoC. First, in emphasizing contingency and institutional fluidity, PC scholars frequently overstate the degrees of freedom that actors typically enjoy. Pragmatic constructivists sometimes distinguish themselves from structuralists by suggesting that institutional rules are highly malleable. Actors experiment with roles and rules to reach ‘provisional’ solutions that they ‘embrace . . . only when they help solve the problems that have been collectively identified’; in the process, roles are redefined and ‘rules that prove to be inadequate or irrelevant to the emerging situation are either changed or ignored’ (Herrigel 2008: 114; see also Sabel and Zeitlin 2008; Sabel 2006).

Clearly however, many of the core institutions and rules around which much of the institutionalist literature is organized, enacted politically and underwritten by sanctions, cannot be easily put aside. In the area of labour markets, the emphasis on institutional fluidity is unhelpful if it diverts attention from some of the more enduring differences, e.g. between countries with legal frameworks supporting strong unions and employer associations and those without such arrangements. We do not have to subscribe to a particularly deterministic view of institutions to appreciate how basic legal infrastructures (anchoring union rights to organize for example) shape broad distributional outcomes in rather profound ways. For example, despite inevitable deviations and informal rule-breaking, more centralized wage bargaining institutions are demonstrably associated with more egalitarian wages (Wallerstein 1999).

The work of pragmatic constructivists is valuable—and valued—as offering a more nuanced alternative to overstylized structuralist accounts. This body of work has given us fine-grained portraits of internal diversity rooted in the specificities of particular regions and sectors. Its authors usefully remind us that institutions must not be reified since institutional rules are violated at times and, as I will discuss below, often contain ‘gaps’ that agents can exploit creatively as they pursue their interests. These insights provide an important corrective to more deterministic structural accounts, and yet it is also hard to escape the thought that the centrality within the PC literature of notions of fluidity, complexity, and contingency itself helps explain why this body of work has not had the same impact as the VoC literature, whose broad (portable and easily testable) propositions have inspired a vast and, to my mind at least, highly productive research programme.

What is most interesting from my perspective, however, is that despite many differences, there is a somewhat surprising core similarity between the VoC and PC approaches. Both adopt a rather voluntarist and utilitarian view of institutions and rules as something that actors choose or submit to in order to solve shared problems through cooperation. The earlier scholarship in the VoC tradition was especially criticized for its functionalist overtones, i.e. for depicting various arrangements, particularly within CMEs, as solutions to collective action problems that allow firms to achieve joint gains through cooperation. For example, the kinds of corporate strategies that firms pursue in CMEs are seen in this literature as relying on
coordinated industrial relations systems that discourage poaching by equalizing wages by skill levels, ensure wage restraint by linking bargaining across industries, and give workers incentives to maintain a high degree of flexibility on the shop floor. This literature has also emphasized coordination between large firms and their suppliers, for example, in training and on research and development, that redounds to the benefit of both. Trade associations, likewise, have been seen as allowing smaller firms to achieve joint gains in marketing and on other fronts.

Pragmatic constructivists characterize actors’ use of institutional rules in a similar way, emphasizing collaboration to achieve mutually beneficial gains. For example, in a critique of theories that attribute contemporary changes in German industrial relations to ‘liberalization’ and class conflict, Herrigel sees developments in very different terms, as exercises in joint problem-solving, or in his words, as ‘local experiments that allow employees and managers in firms to cope with the twin pressures of innovation and cost reduction’ (Herrigel 2008: 126). Not just labour and managers cooperate to solve shared problems, but supplier firms and their customers also look to one another for innovation and learning. In the process, roles and identities are worked out ‘through repeated interaction and reciprocal efforts to define the possibilities and limits of a jointly defined project’ (Herrigel 2008: 117; see also Berk and Schneiberg 2005). In this endeavour, actors are not bound by institutions and rules so much as they use them creatively to achieve shared objectives. The metaphor one tends to run across repeatedly in this literature is jazz improvisation, which underscores both the collaborative and the improvisational aspects of these interactions (Sabel 2006: 116; Berk and Galvan 2006: 2).

In short, there are some significant differences in the view of institutions offered by VoC and PC—above all whether they are seen as robust and resilient (VoC) or fragile and contingent (PC). But in both, the emphasis has been very much on coordination and collaboration in the interests of mutual gain. Both perspectives thus lean toward a somewhat voluntarist and utilitarian view of institutions and rules as devised or deployed by actors to achieve their shared ends.

**The Historical Institutionalist Approach to Change**

The alternative account of institutional change I propose shares some features with each of the two perspectives discussed above, underscoring (with VoC) the importance of structural incentives and constraints, while also (with PC) leaving room for

---

6 Sabel explicitly suggests that the forms of experimentalist governance that he examines ‘should be understood in functional rather than structural or institutional terms’ (p. 7).
agency in the analysis of change. But it departs from both in its view of institutions—seeing them not simply (certainly not primarily) as coordinating mechanisms allowing actors to achieve joint gains from cooperation, but rather as deeply political and contested, as underpinned by power relations and fraught with distributional implications.

Historical institutionalists have long viewed the institutions that comprise the political economies of the advanced industrial countries as the enduring legacies of concrete political struggles (Skocpol 1985; Hall 1986; Mahoney, 2010; Thelen 1999). The emphasis on the power-political underpinnings of institutions has always distinguished this version of institutionalism from alternative accounts, both sociological perspectives on institutions as shared understandings or cognitive scripts and rationalist (one could add pragmatist) approaches to institutions as voluntary resting points held together by shared interests and mutual benefit. In the political economy literature, historical institutionalists tend to focus on arrangements that are formalized (obligatory and backed up by sanctions), emphasizing however that such arrangements are politically contested not just occasionally but on an ongoing basis (Streeck and Thelen 2005b). These components of the historical-institutionalist view form the basis for an alternative approach to understanding institutional change that steers a path between the VoC bias towards the seemingly inevitable reproduction in perpetuity of specific political-economic models, on the one hand, and the PC vision of a world of fluidity, contingency, and seemingly infinite possibilities for creative recombinations, on the other.

What we can take from the VoC perspective (and what indeed is suggested by any structuralist account) is the idea that formal institutions are not transient behaviours-in-equilibrium; rather, they establish a set of constraints and opportunities. For this reason they shape the strategies that actors devise to confront the challenges they face, both in the market and in politics. However, putting the distributional rather than the efficiency aspects of institutions at the core allows us to see why these institutions are not automatically self-reproducing. In CMEs, for example, employer coordination and, in some versions, ‘social partnership’ are held together by political settlements both among employers and between employers and labour, and thus involve the exercise of power or dominance of some groups over others. Far from being self-equilibrating, institutions sustaining such coordination must be continuously shored up against all sorts of disintegrative forces and alternative coalitions. The power-distributional aspect of institutions in fact ‘builds in’ pressures for change as actors seek to renegotiate the form and functions of political-economic institutions to their advantage and in response to changes in the market and political context.

What historical-institutionalist accounts share with pragmatic constructivists is the idea that institutions do not define a ‘rigid matrix’ to which actors mechanically respond and only ever in ways that reproduce those institutions. However, against the sometimes overly sanguine view in PC of agents ‘transforming distributive bargaining into deliberative problem-solving’ (Sabel and Zeitlin 2008: 280) through the creative use of institutional rules to devise novel solutions to emerging problems, historical institutionalism maintains a strong focus on the power-political biases that
inhire in these institutional rules, underscoring therefore not just the opportunities but also the constraints on action that they impose within a given context. Historical institutionalism emphasizes that even in ‘critical juncture’ moments when it may appear that institutional outcomes are ‘up for grabs’ institutions and politics evolve in ways that—even if not predictable ex ante—nonetheless follow a particular logic that makes sense only against the backdrop of the structural context in which ‘next steps’ are inevitably negotiated.

To see clearly how the institutional context matters in terms of power-distributional outcomes one often needs to ‘pan out’ from the kinds of local experiments that tend to capture the attention of PC scholars, for this brings back into focus the kinds of macroinstitutional differences that structuralist theories capture. As Huber and Stephens have noted, analyses based on close examination of selected episodes in particular places or times tend systematically to privilege agency and creativity in their explanations of outcomes, because the structural constraints remain in the background, ‘unchanging and therefore invisible’ (Huber and Stephens 2001: 8–9). In such studies, ‘researchers are likely to attribute more causal importance to the preferences and strategies of [specific] actors than warranted, or at least they lose sight of the way in which the constraints of the larger power distribution and the institutional context shape the preferences and strategies of these actors to begin with’ (Huber and Stephens 2001: 30). Thus, for example, the kinds of experiments in ‘collaborative cost reduction’ between labour and managers that Herrigel observes in Germany are likely on average to look very different from those in, say, the United States precisely because of broad differences in the political and legal-institutional environments (above all: labour laws) in these two countries.

The challenge therefore is to inject agency into institutional accounts in a way that rises above the particular episode in question, to generate portable propositions that allow us to identify broader patterns of politics and political dynamics. One way to begin to address this problem (while also tapping the strengths of the two schools of thought discussed in this chapter) is to ask how prevailing structures influence the kinds of change-agents and change-strategies that are more likely to emerge and succeed in specific institutional contexts. In this vein, Wolfgang Streeck and I identified four commonly observed modes of change, focusing especially on forms of change that are incremental but transformative over time (Streeck and Thelen 2005a). These include displacement (the replacement of one set of rules or institutions with alternatives), layering (the addition of new potentially transformative elements on to old arrangements), conversion (the redirection of old institutions or reinterpretation of old rules to serve new ends), and drift (the purposeful neglect of old institutions in the face of changes in context).7

In a next step, James Mahoney and I proposed some general propositions about the conditions under which one strategy or mode of change is more likely to emerge (and succeed) than another. Our framework links particular modes of change to

7 In developing this typology we drew on the work of Eric Schickler (Schickler 2001 on layering) and Jacob Hacker (Hacker 2005 on drift).
specific features of existing institutional rules and of the prevailing political context, by asking two questions that correspond, broadly, to the emphasis of the two literatures discussed in this chapter. A first question, related to the traditional structuralist concerns of VoC and other varieties of institutionalism (stressing incentives and constraints), asks: does the political context afford defenders of the status quo strong or weak veto possibilities? A second question, however, takes seriously the PC emphasis on the ambiguity of rules and the possibilities for slippage in their enactment by asking: does the targeted institution afford actors opportunities for exerting discretion in its implementation and enforcement? (Mahoney and Thelen, 2010). The answers to these questions produce the analytic space depicted in Table 2.1, which suggests several propositions about the specific strategies or modes of change that are available to actors (and/or more likely to succeed) in specific institutional contexts.

A full explication of the theory is beyond the scope of this chapter (but see Mahoney and Thelen, 2010; and for an application to political economic change in advanced industrial economies, see Thelen 2009). The general point I wish to emphasize here is that we need to move beyond the question of whether agency trumps structure or the other way around and strive instead for mid-range explanations that situate agents within a context that frames and shapes the strategies they are likely to pursue and with which they are likely to be able to effect real change.

In the historical-institutional framework sketched out above, institutions constrain action but they do not eliminate agency. Moreover, beyond the traditional (and still relevant) concern for institutions as constraints this framework incorporates an expanded conception of institutions that directs our attention to important sources of change having to do with the fact that institutions and rules, by their very
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### Table 2.1: Contextual and institutional sources of institutional change

<table>
<thead>
<tr>
<th>Characteristics of the political context</th>
<th>Characteristics of the targeted institution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low level of discretion in interpretation/enforcement</td>
</tr>
<tr>
<td>Stronger veto possibilities</td>
<td>Layering</td>
</tr>
<tr>
<td>Weaker veto possibilities</td>
<td>Displacement</td>
</tr>
</tbody>
</table>

*Source: Mahoney and Thelen, 2010.*
nature, often leave ‘gaps’ that actors can exploit in pursuit of their own interests and in their political struggles for advantage within existing constraints (Pierson 2004: especially chapter 4; also Thelen 2009). The sources of these gaps are several, and they include cognitive limits that prevent policymakers from fully controlling the uses to which the rules they write can be put, as well as the ambiguities to which pragmatic constructivists have drawn our attention, as changing circumstances open up possibilities for new interpretations of old rules that can transform their meaning and political functions. An analysis of political contestation within and over institutional rules that takes both these dimensions seriously can, I believe, provide a framework for the systematic study of the kind of bounded, incremental, but potentially transformative changes currently underway in the political economies of the advanced industrial countries.

**Conclusion and Agenda for Research**

Understanding ongoing contemporary changes in labour market institutions in the rich democracies requires subtle but important revisions to how we understand institutions—what they are, how they operate, what sustains them over time, and how they change. In particular, we have to move from an analysis of the functions of institutions to the political coalitions that support and sustain them and to political contests over the form these institutions take and the uses to which they are put. The historical-institutionalist perspective sketched out here (and elaborated in Mahoney and Thelen, 2010) places the distributional effects and the power-political underpinnings of institutions at the centre of the analysis of change. Along with PC accounts, this framework focuses on incremental and bounded changes through ongoing political manoeuvring between those who design the rules and those who are called up on to implement, interpret, enforce, and live under these rules. In so doing, it acknowledges the transformative potential of this manoeuvring, thus moving beyond rigid structuralist perspectives that cannot comprehend such change. At the same time, however, it harnesses the long-standing strengths of the VoC literature by situating the agents of change in a context in which not all moves are equally likely or even possible. In this way, it illuminates how institutional context influences the strategies these actors are apt to pursue and profoundly shapes the cooperative and conflictual interactions they have with other actors.

An historical-institutional approach thus provides a sound basis for mid-range theorizing about institutional change in labour market institutions and beyond. The empirical work is just beginning, but already a good deal of the groundwork has been laid. The framework sketched out above will not be the last word on the subject,
but it might represent a first foray beyond institutionalism’s traditional comfort zone of ‘comparative statics’ that avoids, however, what Paul Pierson has called the theoretical abyss of agency unleashed.\footnote{Comments at a workshop on ‘Explaining Change: Historical-institutionalist Perspectives,’ Northwestern University, October 2007.}
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CHAPTER 3

ACTORS AND INSTITUTIONS

GREGORY JACKSON

INTRODUCTION

A distinguishing feature of comparative institutional analysis is the emphasis on understanding actors and actor constellations. Institutional analysis is concerned with processes of isomorphism and explaining similarities among organizations within an institutional field. ‘Comparative’ approaches to studying institutions must, by nature, deal with the diversity of institutions across countries or over time. Comparative methodologies aim to link the similarities and differences in these institutions with a particular outcome of interest, such as economic growth, inequality, innovation patterns, and so on. But the act of comparison itself raises important questions about the nature and configurations of actors in different institutional settings, the non-identical nature of those actors, and how processes of institutionalization relate to the behaviour of those actors.

This chapter aims to give an overview of these issues from the perspective of comparative institutional analysis. The second section briefly examines the relation between actors and institutions in economics, political science, and sociology. This review does not aim to cover all schools of institutional theory (see Hall and Taylor 1996), but selectively reviews several conceptions of scholars engaged in the comparative study of institutions. This section demonstrates certain points of agreement—actors and institutions are seen as being mutually constitutive of one another. One implication is the need to adopt a more historical and process-oriented approach to studying institutions. The third section explores the non-identical nature of actors in
greater detail. In particular, institutions are argued to influence processes of identity formation, the definition of interests, and the forms of organization adopted by collective actors. Two brief illustrations are provided drawing on comparative examples from two institutional domains: industrial relations and corporate governance. The fourth section raises the broader issue of how institutions influence action itself. Given the mutual interdependence of actors and institutions, institutionalization may be seen as a matter of degree. Actors respond to institutions as one element within a situation, but institutional contexts never fully determine action. The concluding section suggests a few important methodological points for the comparative study of institutions from an actor-centred perspective.

THE IMPORTANCE OF ACTORS FOR THE COMPARATIVE STUDY OF INSTITUTIONS

Institutional analysis has a rich and diverse set of traditions with different perspectives on the relationship between actors and institutions. Rational choice or game-theoretical approaches often begin the analysis with a particular constellation of actors, and see ‘institutions as a strategic choice’ of those actors. Institutions are seen as an outcome of a game in which multiple but known strategic equilibriums are possible. Here the constellation of actors is taken as given and institutions are described as an endogenous outcome of an economic game. Other scholars see ‘institutions as the rules of the game itself’. Institutions regulate the behaviour of actors through both formal and informal rules enforced by third parties (North 1990). Here institutions have a largely constraining character, setting clear boundaries on actors’ choices (Ingram and Clary 2000). Institutions are exogenous to actors, who are themselves seen as pre-existing and having stable preferences. For example, this approach has been influential in the ‘law and economics’ literature, which has interpreted cross-national differences in economic activity as being influenced by different legal institutions rooted in either common law or civil law traditions (La Porta et al. 1998; 1999; 2000).

The utility of seeing actors as either ‘rule-makers’ or ‘rule-takers’ often depends upon the particular research question. Yet each of these perspectives alone is incomplete in a theoretical sense. Both perspectives share assumptions of methodological individualism, which tends to conceptualize actors’ identities, interests, or preferences as separate and apart from the institutions they inhabit. However, an alternative perspective has been gaining currency across the different social sciences, including economics. Namely, scholars increasingly conceptualize actors and institutions ‘as being mutually constitutive of one another’. Actors may be ‘rule-makers’, but take existing rules as a starting point for defining their own identities and interests.
Conversely, actors may also be ‘rule-takers’, but nonetheless modify or even overturn those rules from time to time. Or as Karl Marx (1852) famously argued in his *The Eighteenth Brumaire of Louis Bonaparte*, ‘Men make their own history but not in circumstances of their own choosing.’ The main point here is that institutionalization is a dynamic process. Institutional rules must be ‘enacted’ by actors, but institutions themselves are produced and reproduced through these actions. Institutionally defined situations influence the interests and even identities of actors within the boundaries of institutions, and conversely institutions are rules defined in relation to stable configurations of actors with particular (institutionally defined) identities and interests. In sum, a constitutive approach conceptualizes actors and institutions as being mutually interdependent and reflexively intertwined with one another.

These arguments clearly echo developments in both ‘classic’ and contemporary sociological theory. For example, sociologist Georg Simmel (1955) noted the ‘dual constitution’ of social groups—namely, individuals are defined by social groups, but social groups are defined by the individuals who are included as members. More broadly, the social sciences have moved away from dualities such as ‘structure and agency’, ‘micro and macro’, or ‘interests and ideas’. Rather than seeing one as having primacy over the other, recent sociological theory has sought to integrate these dualisms into a relational perspective where actors and social structures are mutually interdependent—for example, the theory of structuration (Giddens 1984), theories of practice (Bourdieu 1990), or theories related to social networks (White 1992).

While the constitutive view of institutions is certainly not unique to the comparative analysis of institutions, it can nonetheless be argued that the notion of actors being ‘socially constructed’ through their institutional settings has a very fundamental role in comparative analysis. Cross-national comparison usually involves a systematic examination of the similarities and differences in institutions either within a particular domain of the economy (e.g. corporate governance, financial systems, or labour markets), or through a ‘holistic’ investigation of linkages between the various domains that make up the wider political economy. These sorts of comparisons face the inevitable issue that not only do the institutional rules differ across countries, but the identities, interests, and resources of the actors or players of the game differ as well. For example, the comparative institutional analysis of corporate governance might examine the legal rights and obligations of a set of actors such as shareholders. Yet the most important categories of ‘shareholder’ differ vastly across countries—individual shareholders or institutional investors such as pension funds are common in the United States, but in Europe or Japan shareholders also include banks, other corporations, families, the state, and so on. Likewise, a comparative analysis of

---

1 The literature on comparative capitalism (CC) seeks to develop a holistic and synthetic comparison of national ‘models’ or types incorporating a number of institutional domains. This literature has made important contributions to the study of international business (Jackson and Deeg 2008), the role of state regulation and intervention (Jackson and Deeg 2008), and institutional change more generally (Deeg and Jackson 2007).
political institutions must go beyond the formal properties of electoral rules and constitutional division of powers. Different sets of actors inhabit these systems, such as political parties, interests groups and associations, social movements, the media, and so on. Moreover, different sets of rules (e.g. majoritarian vs. proportional electoral systems) may have a strong influence on the actors themselves (e.g. the dominance of two broad ‘catch all’ parties or a greater number of more niche issue-oriented parties). To understand an institution, one must look at both the rules and the players, seeing each as an interdependent context for the other.

Of course, comparative institutional scholars still differ in the extent they subscribe to more ‘realist’ and interest-driven explanations or favour emphasis on how actors develop their interests through processes of interpretation. Nonetheless, all comparative institutional analysis touches on processes of social construction in some sense. All comparative analysis involves comparing apples and oranges, since both the rules and the players of the game differ across time and space, thus requiring ‘contextualized comparisons’ (Locke and Thelen 1995). Indeed, Richard Hyman has argued that all comparisons involve an element of the incomparable, thus raising the issue of how far the formal logic of comparative methods (e.g. comparing most similar cases with most different outcomes) can ever be realized in practice (Jackson et al. 2008). For present purposes, however, the important implication of this apples and oranges issue is the need to see institutionalization as a dynamic and actor-centred social process, recognizing the duality of structure and agency, as well as the material and cognitive aspects of institutions. Before taking up this argument further, the remainder of this section will focus on how comparative scholars across different social science traditions have begun to address this common issue in understanding how actors and institutions are mutually ‘constitutive’ and interdependent.

In economics, comparative institutional analysis has undergone substantial elaboration in recent years. A pioneering example has been the work of Masahiko Aoki. His early work sought to understand the institutionalization of different forms of corporate organization in Japan and the United States (Aoki 1988). He developed a coalitional model of corporate control and internal organization of firm-internal labour markets based on the different interactions among managers, owners, and employees. This game-theoretic approach has now developed into an integrated framework for understanding how institutions constrain actors and how actors reproduce and change institutional environments (see also Greif 2005). Aoki (2001: 202) defines institutions as a ‘compressed, commonly perceived representation of ways in which a game is played’. This definition incorporates elements of rational/economic approaches and cognitive/sociological approaches such as Berger and Luckmann (1966) into a more strategic and game-theoretic perspective. Institutionalization is conceptualized as a process of feedback mechanisms represented by the Table 3.1 box and its four elements (Aoki 2001: 203–06). Subjective expectations (E) about the behaviour of other actors coordinate the strategic choices of individual agents (S). This allows individuals to economize on information, while their choices are thereby constrained. As expectations are shared and serve as stable guides for
strategy, collective behaviour confirms and reinforces such expectations about others’ strategic choices. Institutions also have consequences (CO) within a given technological and institutional environment that, in turn, constrain and shape the capacities for action accumulated by actors (A).

With regard to Simmelian ‘duality’ of actors and institutions, Aoki’s definition has a number of notable characteristics. First, institutions are defined in terms of a dynamic process of institutionalization. Institutions are produced and reproduced by the strategic behaviour of actors, even while actors are constrained by institutions. Aoki (2007: 8) stresses this duality as follows,

An institution as a summary representation of equilibrium is produced and must be repeatedly reproduced as an endogenous outcome of the strategy interplays of all the agents in the domain . . . while it appears as if it were an external entity beyond their individual control which needs to be taken into consideration for individual choices.

Second, institutions do more than constrain actors’ pursuit of material interests. Rather, institutions shape the cognitive capabilities and dispositions of actors. Aoki (2007: 8) stresses that ‘ . . . the rules of play can become an institution and sustained as such, only when they are deeply internalized by each individual, constituting part of his/her mind-set or belief.’ Institutions are intrinsically linked to a particular constellation of actors and their capabilities, even as institutions serve to create them. A third and key consequence is the importance of history for institutional analysis. Aoki (2007: 8) argues that

Any model useful for examining the nature of an institution and conditions for its self-enforceability is likely to need to specify a player and its possible action choices beforehand . . . the existence of such a player may be rationalized as historically given. We need to acknowledge, however, then that such methodology implies that the game theoretic analysis cannot be a complete theory of institution.

While the parameters of an institution appear as exogenous and fixed to actors in the short-term, they must be considered variable in the long run. Hence, game theoretical analysis goes hand-in-hand with historical analysis (Greif 2005).

Political scientists have proposed an essentially parallel understanding of actors and institutions, even where the theoretical micro-foundations are less formalized

<table>
<thead>
<tr>
<th>Table 3.1: Subjective game model of institutionalization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exogenous</strong></td>
</tr>
<tr>
<td>Micro (individual) dimension</td>
</tr>
<tr>
<td>Macro (collective) dimension</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from Aoki 2001.
than in economic theory. In making a case for historical institutionalism, Steinmo
and Thelen (1992: 10) stress how political actors are constrained by institutions, and
yet also create and change institutions. A defining aspect of this approach concerns
the issue of preference formation. While rational choice approaches to institutions
take preferences as given based on particular assumptions, ‘historical institutionalists
take the question of how individuals and groups define their self-interest as prob-
lematical’ (Steinmo and Thelen 1992: 8). Institutions not only constrain the strategies
of actors, but actually shape their preferences, interests, and goals in more funda-
mental ways. Given that preferences are not fixed, ideas play a potentially large role
by influencing how groups think about their interests. Actors may be strategic, but
define their goals in a historically situated fashion based on prevailing and contingent
interpretation of social situations, including institutionalized values, norms, and
power configurations. One important consequence is that coalitions among actors
may emerge in surprising ways, not merely based on a lining up of groups based on
clear pre-existing sets of interests. For example, historical perspectives to comparing
institutions such as employee codetermination in Germany show how institutions
may be based upon and embody political compromises, relying on symbolic agree-
ment over ambiguous or even contradictory sets of rules (Herrigel 2008; Jackson
2005). Over time, existing institutions shape the interests and political struggles over
the adaptation or further change of those institutions in the future.

Historical institutionalism thus shares a common agenda with the aforementioned
economics approach in seeking to understand the dynamic process of co-constitution
between actors and institutions in historical time. Rather than starting with a clean
slate of pre-existing actors with assumed or fixed sets of interests, institutional analysis
is informed by a fundamentally historical understanding of actors within a particular
context and setting. These settings help to define actors’ identities and interests, but
actors also seek to transform these settings through their actions—particularly through
politics and contention. Thus, historical institutionalism sees actors and institutions as
mutually constitutive. One important implication is that actors and institutions also
change over time in a recursive or dialectical fashion. Actors may be socialized by or
consciously adapt to institutions, but actors may also deviate from or reinterpret
institutions in ways that change those institutions. While different substantive research
problems may lead scholars to either start with actors and move to institutions
(e.g. explaining their origin) or move from institutions to actors (e.g. explaining
economic outcomes), historical institutionalism stresses that these processes are on-
going and recursive social processes.

Finally, these ideas appear again or even drew inspiration from institutional
analysis in sociology. In trying to understand the isomorphic character of organiza-
tions within a particular field, proponents of the ‘new’ institutionalism saw organi-
izations as enacting ritualized mythologies or scripts (Meyer and Rowan 1977). By
their very nature, organizations are constituted by the formal and informal rules
imposed by their institutional environment. Institutions embody shared understand-
ings, such as cognitions or interpretative frames (Scott 1995). The identity of an
organization, such as a corporation or a school, is shaped by the institutional field
(Scott and Christensen 1995). Organizations thus adopt durable institutional forms that are compatible or resemble existing ones because actors interpret situations and adopt solutions from a menu of established, legitimate patterns of behaviour. Comparative scholars in this tradition have stressed how historical patterns of legitimate political authority across countries have led to different cognitive templates for corporate organizing in Europe and America (Dobbin 1994), or legitimized different logics of managerial authority across firms in East Asia (Biggart 1991). Likewise, the spread of new organizational forms such as the ‘shareholder value’ model of the firm in the US is linked with processes of diffusion and changing cognitive concepts of control among top managers (Fligstein 1990, 2001).

More broadly, sociologists have outlined three pillars to institutions based on a regulative or coercive dimension, a normative dimension, and a cognitive dimension (DiMaggio and Powell 1991). While these pillars are well known, recent contributions have tried to emphasize the dynamic aspects of institutions. For example, the rapid spread and institutionalization of a particular cognitive notion such as ‘shareholder value’ may be associated with new opportunities to mobilize actors in support of political change of existing institutions, such as through shareholder-oriented legal reforms (Davis and Thompson 1994; Gourevitch and Shinn 2005). One reason for this dynamism is that the different pillars of institutions influence one another in different ways over time—cognitive ‘frames’ may be used to legitimate new strategies for political reform, or coercive rules may create new interactions among professional groups in ways that reshape social norms (Campbell 2005).

A very poignant theoretical statement that encapsulates many of these ideas can also be found in the literature on actor-centred institutionalism (Mayntz and Scharpf 1995; Scharpf 1997). This literature was concerned with a comparative analysis of public policy and processes of governance across different sectors of the political economy. Reacting against some of the perceived deterministic aspects of institutional analysis, these authors see institutions as a ‘context for action’ within which ‘constellations of actors’ may interact with one another. First, institutions shape actors. This statement is particularly true in comparative analysis, which has a strong focus on collective actors, such as formal organizations. Collective actors are themselves often constituted through institutional rules, such as the legal frameworks governing the independence of central banks in different countries (Scharpf 1987), or the systems of certification that govern membership within professions such as doctors or lawyers across countries (Döhler 1993). Second, institutions define particular arenas of interaction between different collective actors. These arenas shape how actors further define their interests, and develop both normative and strategic action orientations vis-à-vis other actors. For example, electoral systems influence the strategies and coalition dynamics of political parties, or institutionalized patterns of employee participation shape the bargaining games between employers and unions.

Both of the above arguments about identities and interactions apply at multiple levels of analysis. Collective actors within a policy arena, for example, may be formal organizations such as unions or business associations. These organizations are themselves made up of other organizations or individuals, which may be important
additional levels of analysis in understanding the orientation and capacity for action. Certain categories of individuals (e.g. families, ethnic groups, etc.) may also become collective actors inasmuch as they consciously aim to coordinate their actors under particular circumstances—as suggested in social movement theory (Davis et al. 2005).

One caveat regarding actor-centred institutionalism is the argument that institutions themselves never fully determine actors’ identities, their perceptions, goals and orientations, or ultimately their actions. Institutions shape interaction, but actors retain scope for choice within constraints or even alter those constraints by strategic or interpretative acts. Institutional analysis is an essential but inherently incomplete explanation when applied to particular outcomes (Scharpf 1997). This stress on the role of actors and actor constellations means that institutions are considered simultaneously as both dependent and independent variables—institutions are a remote cause of an outcome, and action remains a proximate cause.

In sum, this section has aimed to show how several key strands of comparative institutional analysis have converged toward an essential theoretical point—namely, actors and institutions are co-generative. Actors’ identities and interests are shaped by the broader institutional environment, and should not be considered as fixed or exogenous. Likewise, institutional analysis must take seriously the constellations of actors within a given institutional domain, and their interactions. This common principle does not deny the differences among various approaches and disciplines. Economics retains a stronger emphasis on the strategic choice aspect of institutions (e.g. actors as rule-makers), whereas sociology has tended to see organizations as enacting institutional rules (e.g. actors as rule-takers). Political science has certainly straddled both of these traditions, given its inherent focus both on the politics of how rules are made but also the enforcement of those rules. But these differences should not blind us to common themes—the importance of history, and the dynamic ways in which actors and institutions condition one another in historical time. Indeed, a broad agreement is emerging that to the extent institutional analysis neglects history, it will fall victim to functionalist fallacy (e.g. that institutions were created to serve the specific ends of the actors) or the structuralist fallacy (e.g. that institutions are immune to change even when actors face pressures to defect). The next section will develop these points further through a discussion of particular actors and actor constellations in comparative institutional analysis and then return to the relationship between actors, action, and institutions in the final section.

**ACTORS AND INSTITUTIONS**

In undertaking comparative institutional analysis, a key theoretical and methodological issue concerns the ‘non-identical nature of actors’ across different institutional contexts. This point was made perhaps most explicitly and profoundly by various
authors associated with the ‘societal effect’ approach to studying work organization (Maurice et al. 1986; Sorge and Warner 1986). This work compared micro aspects of work organization, primarily in France, Germany, and the United Kingdom based on matched pairs of factories with the intent of isolating those shop-floor traits differing across societies attributable to societal differences and then linking these closely with an analysis of various social institutions in the respective countries. The ways in which actors were educated and socialized by firms differed systematically across countries, so that the ‘qualificational space’ and authority relations between shop-floor workers and middle managers were based on very different categories of qualifications in each country. Comparing organizations across societies required these authors to explore how actors construct organizations, and understand how this constructive process is influenced by the societal fabric in which the actors operate. The actors within firms, such as managers and workers, were studied in relation to their social contexts and compared in terms of several interrelated sets of institutions: organization, skill formation, industry structure, industrial relations, and innovation (Sorge 1999).

As mentioned above, the diversity of actor identity and interests is particularly important given the strong emphasis on collective actors in the study of comparative political economy. While individuals are often the focus in terms of their behaviour as consumers, employees or voters, comparative studies often examine collective actors such as business associations, unions, state agencies, and so on. Even the nature of firms as economic actors is highly variable across societies (Biggart 1991; Whitley 1999). As formal organizations, firms use authority as a means of allocating resources. But the nature and boundaries of this authority are often unclear. Firms as economic actors differ in the scale and scope of business activity and resources that they control. Firms may range from large, vertically integrated managerial hierarchies to fragmented and sometimes loosely federated business groups, such as those organized around informal kinship ties and so on. This section will now turn to several illustrations of actor configurations within comparative institutional analysis.

An illustration: comparative industrial relations

The social construction of actors is well established within the study of industrial relations, as illustrated in the discussion by Streeck (1993). He argues that the interests of employees are not objectively determined, but depend upon the individual and collective identity which those employees find to be most salient. These interests and identities form a possible basis for different forms of union organization, which reflect this diversity. Organizations themselves function in the context of institutions, which help to channel the expectations of their members and structure interactions with other parties such as employers or the state. Institutions condition politics in the sense of collective goals and the distribution of resources and life chances to the extent that those institutions constrain and enable particular decisions or strategies. These relationships are not conceived as being unidirectional whereby one is an ‘independent variable’, but a complex set of mutual interactions. Thus,
causal sequences do not only run from identity to interest to organization, but also vice-versa so that different institutions influence the success of different forms of union organization, as well as perception of employee interests and even the socialization of employees into different identities.

Streeck illustrates these relationships with regard to three different ideal-typical institutions in the domain of industrial relations—corporatism, pluralism, and paternalism. Corporatism is grounded in a class model of union organization, where employees define their identities in terms of their position as selling labour power in the labour market (e.g. the working class). Based on these identities, employee interests are closely related to solidaristic policies that diminish differences in income and status, such as the notion ‘equal pay for equal work.’ Identities rooted in social class are likely to be organized in terms of encompassing industrial unions that seek to gain members and set wages for an entire industry or even nation. However, unions conversely need strong organizational incentives and sanctioning mechanisms to prevent small groups and particularistic interests of employee groups from reasserting themselves. Corporatist institutions are, in turn, important for industrial unions to establish and maintain their representational monopoly over employees and thus maintain sufficient centralization to pursue solidaristic interests.

Similar analysis could be made of other institutional configurations. Pluralism is, by contrast, based on an occupational model of organization. Here employee identities are linked to human capital and qualifications that comprise the individual profession or occupation. Based on their occupational identity, employees define their interests in terms of meritocratic or particularistic standards. Flowing from this, union organization is likely to take on the form of a craft union where membership is specialized and exclusive based on the status of a particular occupation. Finally, paternalism is based on an enterprise model of union organization. Here identity is based on the employment relation itself, typically within a large enterprise. Interests tend to be defined in terms of the stability of employment and seniority-based promotion within the internal labour market. These interests are typically organized by enterprise unions, who protect the interests of ‘core’ employees, and can be institutionalized by informal or formal mechanisms of participation in the decision-making of the firm.

These ideal types may be used to elucidate the more complex relation of actors and institutions when comparing particular cases. Indeed, Streeck argues that German industrial relations involves a unique configuration of class, occupational, and enterprise elements. German unions are organized as industrial unions based on broad class interests. At the same time, co-determination at the plant and in the company support enterprise-based interests. Tension exists between these dual bases for representation. On one hand, local cooperation between works councils and management at the company or workplace levels may undermine broader based class solidarity across different enterprises. On the other hand, German unions may integrate the company model by capturing seats in works councils and using them to implement, enforce, and adapt industry-wide collective bargaining agreements.
Works councils may also be strengthened by expertise and independence through ‘outside’ union support.

Similar arguments apply to occupational interests in the German apprenticeship-based vocational training system. Industrial unions have maintained solidarity among different occupational groups by supporting the upgrading of skills that leads to fewer and more broadly defined occupations and by encouraging further training that supports the mobility between occupations. This strategy is notably different from the politics of market closure prevalent among traditional craft unions. While this example cannot be discussed further here, it does suggest how institutions may embody divergent ‘logics’ or principles of rationality that reflect historical compromises between different groups of actors. Yet at the same time, institutions help stabilize and ‘construct’ the particular interests and identities of those actors within this context.

**An illustration: comparative corporate governance**

Corporate governance is often defined in terms of the relations between owners and managers, or more broadly between managers and various stakeholders. Corporate governance is traditionally studied within the framework of agency theory which views the interests of investors as being homogeneous functions of risk and returns. Comparative and historical studies have noted differences in the structure of share ownership across countries. For example, high concentration of ownership stakes influences the ability of shareholders to exert power through voting rights, while fragmentation tends to pacify shareholder voice. However, less attention has been given to the fact that various investors (e.g. banks, pension funds, individuals, insurance companies, hedge funds, private equity, etc.) possess different identities, interests, time horizons, and strategies (Aguilera and Jackson 2003). Many investors are themselves often organizations governed by institutionally defined rules.

Investors may have different sorts of identities related to whether their relationship with companies is defined in a purely financial or more diffuse strategic fashion. For example, individual shareholders are usually motivated to invest by the prospect of financial return on investment. Individuals’ relation to the firm may be more strategic in the case of an employee share ownership plans (ESOP). Still, the prevalence, form, and participation in ESOPs differ widely across countries, and are strongly influenced by related sets of institutions for employee voice within the firm (Poutsma et al. 2006). Another example concerns institutional investors, such as pension funds, whose identities are defined more directly by legal regulations regarding fiduciary duty to maximize the financial value of their shares on behalf of their beneficiaries. Again the prevalence of institutional investors and their size in terms of financial assets and shareholders differs widely across countries depending on the type of welfare state and system of pension provision (Jackson and Vitols 2001). Finally, banks and corporations typically use ownership stakes as a means to pursue
the strategic interests of their organizations that go beyond purely financial relationships—such as regulating competition between firms, underwriting relational contracts, securing markets, managing technological dependence, or protecting managerial autonomy from outside shareholders. Once again, the capacities of banks to engage in long-term relationships with firms depend strongly on the regulatory traditions across countries (Roe 1994). Similarly national traditions of anti-trust regulation are one factor giving rise to wide variation in the structure, density, and shape of intercorporate shareholdings across countries (Windolf 2002).

Related to these different identities, shareholders define their interests in different ways—adopting different time horizons and seeking varying degrees of liquidity or commitment in their relationship to the firm. In more familiar terms, shareholders may differ with regard to their propensity to exercise exit or voice in the decision-making of the firm (Hirschman 1972). Traditionally, the literature on corporate governance describes individual investors as having a purely financial orientation and a high propensity to exit. The rise of institutional investors, such as pension funds, is conversely seen as leading to greater commitment and propensity to exercise voice in corporate governance (Useem 1996). These differences in interests reflect the different modes of organization of investment—whereas isolated individuals have little capacity to process information and mobilize efforts to discipline managers, the aggregation of individual investment in larger, professionally managed funds changes the capacity of shareholders to pursue such interests. However, as Hirschman pointed out, the choice between exit and voice is mediated by the degree of loyalty—and hence related to the identities of the actors.

Consequently, substantial variation may again exist across institutional contexts. In the USA, public sector pension funds are far more independent and activist than corporate pension funds, which are financed by corporate management and act less independently on corporate governance issues (Davis and Kim 2007). Meanwhile, pension funds play only a marginal or different role in corporate governance in other economies. In countries with strong and generous public pension provision, private pension funds have not yet accumulated large capital reserves or these funds remain organizationally embedded, such as the direct commitments between firms and employees in Germany or the relationship-based provision of life insurance in Japanese corporate groups (Jackson and Vitols 2001).

Complex and changing actor constellations are very important to understanding the diversity and change of corporate governance institutions, even in contexts that are often considered as similar market-based models based on the notion of ‘shareholder value’ such as the UK or USA. Historically, a manageralist model of the corporation emerged in both countries, where managers were strong and shareholders were weak due to the dispersed nature of ownership and consequent separation of ownership from control. The rise of new actors, such as pension funds, changed the power relations among these factors and gave rise to new corporate governance institutions. Their influence depended in turn on the emergence of other actors, such as takeover raiders engaged in leveraged buyouts. These actors sought to exploit particular weaknesses in corporate governance institutions and create new
opportunities—namely, as individual investors would sell shares and follow strategies of ‘exit’, opportunities emerged for takeover raiders to buy corporations at a low price. This threat of hostile takeover gave institutional investors greater power and influence, as managers sought to keep investors loyal to the firm and thwart takeovers by higher share prices. Ultimately, the rise and institutionalization of corporate governance based on the logic of ‘shareholder value’ rests upon an uneasy or ambiguous compromise between different definitions of shareholder value and conflicting strategies for realizing value based on liquidity, commitment, and different organizational forms of shareholder activism.

Taken together, these examples illustrate the limits of using the concept of ‘shareholders’ or ‘shareholder value’ as a homogeneous category in comparative analysis. Shareholders differ not only in their capacity for control based on the dispersion or concentration of ownership stakes, but more fundamentally in terms of their overall orientation and social relationship to the firm in different national institutional contexts. The institutionalization of different models of corporate governance depends upon a particular configuration of identities, interests, and organizational forms of shareholders—but equally, shareholders as key ‘actors’ within the corporate governance process depend on institutionalized definitions of their interests, and institutionally enabled opportunities to pursue those interests vis-à-vis managers. Comparative and historical analysis makes obvious that this relationship between the actors and institutions is far from a static equilibrium, but a dynamic process of mutual interdependence where the emergence or decline of different types of actors is a driving factor behind institutional diversity and change.

One methodological implication of the non-identical nature of actors is that comparative studies always involves comparing apples with oranges to some degree (Locke and Thelen 1995). A common approach to comparative analysis has been to focus on a single process, such as globalization or financialization, and compare the different patterns of change across a range of countries. Similar pressures are mediated by diverse institutional contexts. Cross-national variation in outcomes is explained by the divergent features of the institutional context. As useful as this approach may be, the salience of a particular issue may, in fact, be very different across countries given the diverse nature of those actors. Actors not only have different interests, but have different identities, worldviews and cognitive maps. The point here is that institutional comparison must go beyond broad typologies of institutions, and look in a ‘contextualized’ way at the underlying identities and constellations of actors. A similar issue or process may result in different outcomes or struggles, and processes that may seem very different may sometimes result in similar outcomes. Consequently, comparisons that are parallel in an analytical sense may require focus on different sticking points and trigger different sorts of struggles over institutional change. In this, comparison always confronts a challenge of the incomparable and the imperfect balancing of historical uniqueness with theoretical generalization (Hyman 2001).
Institutions place constraints on economic actors through various regulative, normative, and cognitive pressures (Powell and DiMaggio 1991; Scott 1995). Regulative institutions are based on the making and enforcement of rules, such as formal laws that regulate behaviour. Normative institutions are rooted in collective moral understandings about legitimate behaviour. Cognitive institutions are those based on taken-for-granted definitions of the situation and worldviews. These categories are analytically distinct, and imply different mechanisms of institutionalization and carriers of institutional effects. Empirically, however, institutions may be underpinned by all three dimensions to various degrees.

Institutions also create opportunities for economic action in several ways. Any economic order requires a basic institutional infrastructure in order to function. International business scholars have stressed the importance of basic institutional infrastructure with regard to emerging and developing economies, particularly the importance of property rights and the rule of law (Khanna and Palepu 2006). But institutions not only give a basic framework for economic exchange, but may also solve certain collective action problems in ways that facilitate alternative modes of governance over transactions—such as markets, hierarchies, networks, associations, state regulation, and so on (Hollingsworth and Boyer 1997). Perhaps more importantly, institutions influence the collective supply of inputs (e.g. skills, capital) available to firms and other economic actors (Streeck 1992). Consequently, many scholars have argued that different countries may have comparative institutional advantages for different kinds of economic activity (Amable 2003; Hall and Soskice 2001; Whitley 1999). Institutional complementarities across functionally distinct institutional domains (e.g. finance, labour markets) may also lead to multiple, efficient combinations of institutions (Aoki 2001).

In understanding institutions as both constraining and enabling particular business strategies and models of economic growth, a large literature now exists based on various national typologies—most famously between liberal and coordinated market economies, but also using more elaborate classifications based on the Nordic, Germanic, Anglo-Saxon, Mediterranean, or Asian models. Yet a growing wave of criticism has been directed at these typologies as neglecting the dynamics of institutional emergence and institutional change (for an overview, see Deeg and Jackson 2007). In stressing the coherence and economic advantages of different institutional arrangements, comparative institutional analysis has faced growing criticism as being deterministic with regard to actors and their strategies. For example, in stressing the differences across countries, the diversity of organizational forms within national economies was seriously neglected (Lane and Wood 2009). Institutional scholars have given an ‘oversocialized’ account of institutions and one-sidedly stressed their isomorphic character. Consequently, scholars have recently tried to deepen comparative institutional approaches by a more systematic analysis of institutional change (Campbell 2004; Crouch 2005; Streeck and Thelen 2005), as will be discussed in the next chapter of this Handbook.
In the context of actors and institutions, it is nonetheless important to note that efforts to reclaim a less deterministic and more historically grounded understanding of institutions have led scholars to re-examine the relationship between institutions and action. If institutions are coercive, normative, or cognitively taken-for-granted rules that constrain action or enable ‘efficient’ strategies, why and how may actors change their relationships to those constraints in ways that transform institutions? The short answer is that while institutions enable and constrain action, substantial indeterminacy and situational ambiguity remain. Yet this gap between institutional context and intentional action has not been sufficiently explored within institutional theory. Most existing theories of action rely on a teleological means–ends schema for understanding of human intentionality that leaves little scope for creativity (Joas 1992). Here action is conceived as the pursuit of pre-established ends or preferences that remain stable from context to context. The perception of the world is given, and separate from our actions. Actions are then ‘chosen’ by their anticipated consequences—in what might be termed ‘portfolio models’ of the actor (Whitford 2002). Even cognitive models of institutions stress how actors enact preconceived and taken-for-granted worldviews (DiMaggio and Powell 1991)—again bracketing how individuals might break with routine implicit understandings to change institutions.

A less deterministic theory of action would see institutions as just one element of a situation—a Durkheimian ‘social fact’ within the situational horizon. Actors may interpret or utilize institutions in different ways, stretching their boundaries, adapting them to new contingencies, or avoiding them through deviant behaviour (Oliver 1991; Clemens and Cook 1999). No one-to-one relationship exists between an institution and its meaning in a specific situation (Friedland and Alford 1991: 255). Institutions represent situations only in a summary form as ‘typifications’ where under certain conditions X, a particular type of actor Y is expected to do Z (Berger and Luckmann 1966). As Mohr and White (2008) argue, ‘Interpretive frames at the institutional level are not immediate and specific; they are general and abstract; and they are collective rhetorics that are known, shared, and embraced as orienting devices for the construction, consumption, and bundling of stories across different netdoms [domains of social networks].’ Institutionalized values must remain general enough to be transposed across diverse situations, but specific enough for actors to mobilize control in enforcing an institution (White 1992). But this generality or gap between institutional rules and situational contingencies means that actors may

---

2 Conceptualizing institutional change faces issues similar to the ‘duality’ of structure and agency examined by Bourdieu (1990) and Giddens (1984), who focus on how actors and social structures exist in a dialectical relation of mutual influence (Sewell Jr. 1992).

3 A number of scholars in institutional theory and economic sociology have ‘rediscovered’ pragmatism and symbolic interactionism as a particularly relevant avenue for understanding actors and institutions (Beckert 1999, 2003, 2009; Sabel 1994; Sorge 1999). While a full discussion is beyond the scope of this chapter, Hans Joas (1992) suggests the concept of ‘situation’ as a basic category for a theory of action where actors pursue various ‘ends-in-view’ that emerge concretely out of situations based on judgements and assumptions about the type of situation and the possible actions that flow from it.
develop local styles or variations of an institution (White 1993) or have scope to challenge institutions through active political contestation (Zilber 2002).

A key implication here is that institutions must not be considered a fixed, objective reality outside of actors, but as a ‘matter of degree’ (Jepperson 1991). Particular relationships or behaviours may be more or less institutionalized. In the extreme, Erving Goffman (1961) used the metaphor of a ‘total institution’ where all situations are governed by an institution and action is only possible ‘backstage’ through deviations in the performance of fixed roles. But while some institutions may be rigidly prescriptive (actors ‘must’ follow a certain rule), others may establish more limited boundaries of what is not possible (actors ‘must not’ do something), and others may provide only loose models around which actors engage in substantial improvisation (Crawford and Ostrom 1995).

If institutionalized action is understood as a matter of degree, how might this general theoretical consideration apply specifically to the comparative study of institutions? Here two points are relevant. First, in terms of institutions themselves, theoretical frameworks for comparisons should take into account not only differences in the type of institutions, but also the degree of institutionalization and corresponding level of organizational heterogeneity within the boundaries of an institution. For example, comparative analysis should move beyond national averages, and compare the scope of firm-level variation within different national systems (Jacoby 2004). Second, in terms of actors, comparisons should also take into account how institutions stem from particular historical constellations of actors who possess particular identities, interests, and capabilities. The remainder of this section develops these two points in more detail.

Institutions as ambiguous

Unlike uncertainty or vagueness, the concept of ambiguity suggests institutions can take on two or more specific meanings depending on the situational context (Jackson 2005). Such multiplicity of meanings is commonplace as institutions become part of changed situational horizons and ends-in-view. As any professional lawyer will know, everyday actors may not always know whether a strategy will be considered consistent with expected norms or values. If institutions are capable of being understood in more than one way, gaps between institutionalized expectation (e.g. rule or value) and strategic action must be filled (Clemens and Cook 1999: 448). These gaps allow scope for creative interpretation, application, and enactment through processes of iteration, projection, and evaluation (Emirbayer and Mische 1998). Actors will always face choice and be confronted by dilemmatic decisions (Sorge 2005).

One consequence is that different national, regional, or sectoral economies may be institutionalized to different degrees. No society or business system can be said empirically to consist of fully integrated and complementary elements. For example, the post-war Japanese model is often cited as one that is internally homogeneous and tightly coupled, characterized by strong institutional complementarities. However,
the unwinding of cross-shareholding and weakening of main bank relationships in Japan since the mid-1990s did not lead to the rise of Anglo-Saxon-style forms of corporate governance based on ‘shareholder value,’ but rather a range of new hybrid forms of corporate governance that mixed and matched various elements of different models (Ahmadjian and Robinson 2001; Aoki et al. 2007). The more general point is that deinstitutionalization of older forms of organization is not always replaced by new models but may lead to more ambiguous and diverse patterns. Similarly, the adoption of shareholder-value orientated managerial practices in Germany led to a number of substantive innovations as a result of adapting these to an existing institutional context that is largely stakeholder-orientated (Buck and Shahrim 2005; Fiss and Zajac 2004; Sanders and Tuschke 2006; Vitols 2004). A more extreme case of weakly institutionalized forms of capitalism can be found in Eastern Europe or other transition economies. In studying the transition of Eastern European economies to market-oriented capitalism, Stark (2001) demonstrated how past institutions become ‘ambiguous assets’ that were used toward a variety of ends and different paths of future institutional development. The institutional flux of transition economies gave rise to very heterogeneous forms of organization that contrast with the more stable and institutionalized patterns in Western Europe.

Actor capabilities and institutionalized action

A flip side of ambiguity concerns the fact that actors interpret institutions not only with regard to exogenous elements of a situation, but vis-à-vis their own changing identities, interests, and capabilities for action. A very important observation is that actors often require particular social skills to act within an institutional setting (Fligstein 2001). Social skills are required for the everyday operation of an institution. Actors must be socialized into take-for-granted assumptions, and learn how prevailing norms are interpreted and applied by others. For example, the political economy literature has stressed how the different capabilities between large and small firms or across industrial sectors lead to differences in how actors are able to cope with or utilize institutions as a source of competitive advantage. In Japan, smaller firms in domestic industries are very dependent on regulatory protection, and have fewer resources to maintain other key institutions like lifetime employment in the absence of such protections. Meanwhile, larger firms with more international operations seem to have sufficient organizational buffers or strategic capability to maintain commitments to core employees even in the face of market and financial liberalization (Vogel 2006).

Likewise, the emergence of new skills and capacities may create opportunities for innovation or institutional change. An interesting example here is Silicon Valley. Whereas old economy firms in the region faced strong constraints on their behaviour, the creation of new start-up firms allowed many of these rules to be renegotiated and existing resources recombined in new ways that led to innovation in terms of property rights, inter-firm collaboration, and human resource management practices (Saxenian 1994). Ongoing processes of experimentation, learning, and emulation within and
across institutional boundaries may lead to new organizational or individual capacities (Levitt and March 1988), and thereby speed deinstitutionalization or lead to the creation of alternative institutions over time. Expanding the boundaries of an institution may bring in new sorts of actors and thus introduce new capacities for action unforeseen when the institution was created (Thelen 2004). For example, a large literature exists on the role of multinational enterprises in introducing institutional innovation or having capacity to engage in institutional avoidance (Edwards and Ferner 2004). Skilled actors may borrow and blend from more than one institution to create innovative local styles.

An often forgotten point is that institutions may unravel because the necessary capabilities or skills for their operation and reproduction erode or even disappear over time. The post-war model of German capitalism, for example, is based on a particular set of value commitments often labelled in terms of the ‘Social Market Economy’ (Lehmbruch 2001). But such discourses may become eclipsed over time by new sets of ideologies and understandings, such as the ascendency of new models of management (Guillén 1994; Khurana 2007). These value commitments underlying institutions arise in experiences of self-formation and self-transcendence that lead to enduring modifications of the self—both through positive and negative experiences (Joas 1992). While non-economic value commitments may become important elements of economic institutions, their instrumentalization in service of utilitarian aims may erode those very values. This is precisely because the experiential basis of those value commitments fails to be reproduced, and cannot be reproduced on the basis of rational utilitarian calculation alone—as Durkheim was so insistent in pointing out (Durkheim 1984 [1893]).

By treating institutions as ambiguous and actors as skilled, comparative scholars may be reminded of the role of contestation, conflict, and coalitions in creating, reproducing, and changing institutions. Institutionalization requires efforts of control in enforcing institutional rules and understandings against deviant behaviour or political challenges. Recent work in organizational theory has attempted to draw links between organizations and social movements along these lines to better understanding of how institutionalized features of organizations result from collective action, as well as how the rise of new actors within organizations influences institutional change (Davis et al. 2005).

**CONCLUSION**

Institutions may be understood as a non-deterministic context for action. These contexts are inhabited by multiple actors with different skills and capacities. Actors may see and interpret the same institution in different ways. Such differences may give rise to contention or conflict over those meanings, and lead to the incremental modification of those institutions over time. This point is even more important given the fact that institutional contexts are comprised of a rich and differentiated set of
institutions—notwithstanding the efforts of social scientists to understand societies as having coherent or functionally integrated sets of institutions.

One caveat is important here. If we view institutions as socially constructed by specific constellations of actors and view institutions as having an element of indeterminacy, this should not lead us to the opposite view that institutions are infinitely pliable. As Aoki (2001) suggests, institutions might be seen as a focal point for actors within an arena—while actors may define their identities or interests as being in line with or in conflict with an institution, the fact remains that actors must make these definitions ‘with reference to existing institutions’. Institutions have the character of social facts, even when an institution remains one of many factors within a situational horizon.

For scholars engaged in comparative institutional analysis, the importance of actors has important conceptual and methodological implications. First, institutions need to be explored in an actor-centred fashion that allows for the non-identical nature of those actors across societies, sectors, or over time. Institutions are not the product of the same actors playing the same game with different outcomes. Equally, different actors may play different games with the same outcomes. This apples and oranges issue makes comparative analysis a perpetual challenge and one that often requires art or a ‘sociological imagination’ alongside the application of scientific methods. Second, actors’ strategies toward institutions need to be explored empirically. Different institutions may be more or less constraining and lead to different degrees of institutionalization across societies and over time. This consideration suggests not merely comparing national averages from a static point of view, but also looking at the degree of variation around those means. Institutions should not be taken for granted by scholars of institutions, even if we discover that they are taken for granted by the actors themselves.
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How and why do political-economic institutions change or remain the same? This chapter explores a variety of theories and empirical studies that seek to answer this question. It concentrates primarily on political-economic institutions in advanced capitalist democracies. And it focuses on literatures in comparative political economy and organizational analysis rather than, for instance, social movements theory, which is also interested in institutional stability and change but not necessarily with respect to the sorts of political-economic institutions that are of primary concern in this volume.2

The scholarship in question here is largely a product of the last thirty years or so. Interest in institutional change began to grow significantly in the 1970s. Stagflation emerged as a worldwide problem and both governments and firms began to alter their institutional arrangements in order to cope with it. Moreover, transnational investment, trade, and other forms of economic activity (i.e. globalization) began to develop around the same time and accelerated after the mid-1980s. National forms of
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1 Glenn Morgan and Ove Pedersen provided helpful comments on an earlier draft.
2 That said, there are important parallels between the social movements literature and the literature on institutional analysis and change such that a dialogue between them may be fruitful for better understanding the processes of institutional stability and change (e.g. Campbell 2005).
capitalism began to change in response. As scholars saw what was happening around them they became interested in researching and theorizing the conditions under which institutions changed or not.

To put things into perspective however, first, I begin by reviewing some historical antecedents of this scholarship. Second, I examine theories of institutional reproduction and stability, which focus predominantly on the concept of path dependence. Third, I discuss theories of institutional change and do so at greater length because this is where comparative institutional analysis has had the most to offer. There are several of these theories and I present them more or less in chronological order so that readers can appreciate the debates that have evolved within this literature. Fourth, I address briefly the ontology of institutional change, that is, what we mean by institutions and how we know if they have changed or not. Finally, I conclude with a few remarks about where the study of institutional reproduction and change seems to be headed. Among other things, we are now beginning to realize that the processes of institutional reproduction and change are mutually constitutive in the sense that many of the forces that change institutions also stabilize them. This is why I address both theories of institutional reproduction and change in this chapter.

It is worth highlighting in advance some of the more important points made here. First, the processes of institutional reproduction and change are contested. They involve considerable struggle, conflict, and negotiation. Power is central to all of this. Second, scholars have gradually come to recognize that theories of institutional reproduction and change must pay close attention to the mechanisms by which institutions are stabilized or transformed. Unless they do this, theories risk lapsing into functionalist tautology. Third, there is a growing tendency for researchers and theorists to think about institutional change in terms of the changing functions that institutions may come to perform. While it is important to understand what institutions do, to equate institutional change with a change in the functions they perform is a dangerous analytic precedent that is fraught with difficulties.

**Historical Antecedents**

For a long time comparative institutional analysis was not concerned with either institutional change or reproduction per se. Instead most scholarship focused on how fixed institutions varied across countries, and how cross-national variation in these institutions affected a variety of national-level outcomes, such as economic policy, unemployment, inflation, and growth (e.g. Katzenstein 1978; Gourevitch 1986). Some recognized that there was considerable institutional variation across sectors within national political economies and that these variations also had important effects on sector-level policies and performance (Hollingsworth et al. 1994). For the most part, this was all in the spirit of a comparative statics approach to
institutional analysis. That is, cross-national institutional variations were viewed as the critical independent variables used to explain political-economic outcomes (Thelen and Steinmo 1992). Little attention was paid to how or why the institutions themselves changed or remained the same.

This is not to say that nobody was concerned with institutional reproduction and change. During the 1950s and 1960s modernization theorists wrote about how democratic and capitalist institutions would spread around the world thanks to the wonders of technological change and industrialization, and how these modern societies would be preferable to and eventually replace the alternatives like socialism (e.g. Rostow 1960). Conversely, during the 1960s and 1970s, neo-Marxists developed theories about how capitalist institutions were reproduced in the short run, but would eventually be transformed into socialism in the long run thanks to the forces of class struggle and the structural contradictions that permeated capitalist democracies (e.g. O’Connor 1973; Poulantzas 1974). By the 1980s, both of these perspectives were largely discredited by world events, but also by the realization that there were significant institutional differences among advanced capitalist societies and that these differences mattered for their performance—an insight closely associated with a Weberian renaissance among political scientists and sociologists (e.g. Evans et al. 1985). Finally, and foreshadowing this renaissance, some scholars offered conjunctural theories about the political and ideological conditions under which capitalist institutions were likely to develop (Gershenkron 1962). But this perspective was more concerned with the development of capitalism per se than with institutional variation and transformation within capitalism.

As noted above, beginning in the 1980s all of this began to change. Scholars began to call for an analysis of the conditions under which institutional variations within capitalism emerged and changed historically (Campbell et al. 1991; Thelen and Steinmo 1992). To a degree, this was sparked in comparative political economy by the notion that the so-called Fordist model, based on mass production and mass consumption institutions like the multidivisional firm and Keynesian welfare state, had started to give way to a post-Fordist model, based on much different institutions, such as less hierarchical and more flexibly organized firms, smaller welfare states, and less economic regulation (Lash and Urry 1987). It was also driven by recognition that some of these institutions had come under considerable pressure to change in response to the problems of stagflation, globalization, and the rise of neo-liberalism (Campbell and Pedersen 2001).

One branch of institutional analysis—that associated with sociology and organization studies—became interested in institutional change at about the same time, but for reasons largely unrelated to the late twentieth-century political-economic climate. These researchers were interested more in the long historical view and why, in their view, a worldwide political culture was emerging in which nation-states began to adopt a common set of institutional practices, such as similar educational systems, democratic institutions, and rational scientific modes of thought (Thomas et al. 1987). Based on this work, scholars began to theorize about how national institutions adapted to this emergent world culture.
The point is that by the late 1980s social scientists became increasingly interested in institutional stability and change. Much of this work has adopted a cross-national focus.

INSTITUTIONAL REPRODUCTION

As researchers began to turn their attention to the analysis of change, they recognized that institutions typically do not change rapidly—they are sticky, resistant to change, and generally only change in ‘path dependent’ ways. The concept of path dependence refers to a process where contingent events or decisions result in institutions being established that tend to persist over long periods of time and constrain the range of options available to actors in the future, including those that may be more efficient or effective in the long run. In other words, latter events are largely, but not entirely, dependent on those that preceded them (e.g. Nelson 1994: 132; North 1990: 93–5; Pierson 2000b; Roe 1996). Scholars who argue that institutional and policy ‘legacies’ constrain change make very similar arguments (e.g. Berman 1998; Dobbin 1994; Guillén 2001; Steinmo et al. 1992).

The path dependence concept is now commonplace and has been discussed extensively elsewhere (e.g. Ebbinghaus 2005; Djelic and Quack 2007; Mahoney 2000). It has been used, for example, to characterize the development of economic institutions in China (Guthrie 1999) and post-communist Europe (Stark and Bruszt 1998) as well as in the advanced capitalist countries (North 1990). It has also been used to describe a variety of welfare and other public policy developments (Korpi 2001; Pierson 2000b; Prasad 2006).

Scholars have complained that the path dependence concept is used without a clear specification of the causal mechanisms involved (Knight 1998: 97; North 1998: 21–2; Thelen 1999). But when they are specified, a variety of mechanisms can come into play (Deeg 2005: 22–5). For instance, political scientists often argue that path dependence occurs in politics as a result of feedback mechanisms through which actors gain increasing returns for behaving in ways that are consistent with how they have acted in the past. As a result, institutions and the behaviour associated with them become locked into a particular path of historical development (Pierson 2000a, 2000b). Why? First, political institutions have large start-up costs so that once they are established actors are not likely to seek to change them, especially if they perceive that the chances of other actors joining them to innovate are increasingly slim given the costs involved. Second, sometimes politicians deliberately build institutions in ways that make them difficult to change. They may, for instance, impose procedural obstacles, such as super majority voting rules, to prevent others from later changing the institutions that they create. Third, once a particular policy style or decision-making approach has been institutionalized, actors accumulate knowledge about how it works. The more familiar and comfortable they become with it, the more
hesitant they are to deviate from it. Fourth, beneficiaries of legislative or institutional largesse reinforce institutional behaviour that will continue to provide them with benefits. Senior citizens, for example, will support politicians who promise to protect the social security systems upon which seniors depend. Arguments about lock in, feedback, and the like are typically derived from the work of economic historians, who have maintained that these sorts of mechanisms restrict actors to a particular path of economic or technological development (e.g. Arthur 1994; David 1985).

Another version of the path dependence argument comes from sociologists who argue that principles and practices become institutionalized to the extent that they are taken for granted by the actors involved in them (Jepperson 1991). Notably, Dobbin (1994) argued that the development of railroad systems in Britain, France, and the United States resulted in very different organizational forms, but that they were entirely consistent with the organizational forms of earlier turnpike and canal systems within each country. This was due to the fact that decision-makers in each country had certain taken-for-granted assumptions about the appropriate way to build a transportation system. The French, for example, assumed that it should be done in a very centralized fashion with strong direction from the national government. The Americans assumed that it should be done in a more decentralized fashion with much control being delegated to the private sector. The point is that within each country transportation systems developed in path dependent ways as a result of the normative and cognitive mindset of the actors involved. These are rather different mechanisms from those involving sunk costs, strategic obstacles, vested knowledge, or institutional constituents, although none of these are necessarily mutually exclusive in practice.

Finally, comparative political economists have written much lately about institutional complementarities and how they lead to institutional reproduction. The idea here is that any political economy consists of several institutions, such as those governing finance, labour-management relations, corporate governance, labour markets, and more. Over time, these institutions develop in ways that functionally complement one another and that tend towards institutional stability. The classic formulation is by Hall and Soskice (2001), who distinguish between two varieties of capitalism: liberal and coordinated market economies. This approach is referred to as the ‘varieties of capitalism’ approach. They argue that institutions complement each other to the extent that the functioning of one enhances the functioning of another. For instance, the returns from stock market trading may be enhanced more by rules requiring fuller exchange of information about corporate activity than by rules requiring less transparency. The implication is that the interconnectedness of institutions, and the complementarities or synergies that result, make it very difficult to change one institution because changing one implies changing others as well since they are tightly coupled. And changing one could undermine the benefits resulting from institutional complementarity. Hence, the institutional configuration of different types of national political economies tend to be rather stable even in the presence of considerable pressures for change (Aoki 2001; Crouch 2005: 30–1).

All of these literatures are well suited to explaining institutional reproduction and persistence. However, many scholars have used the concept of path dependence to explain why institutional change tends to be slow and incremental. Things change
slowly, they say, precisely because these sorts of path dependent processes are operating. Hence, change typically occurs only at the margins, which in turn means that institutions tend to change only in incremental or evolutionary ways (e.g. North 1990; Pierson 2000a; Roe 1996). But here we run into a problem. How can we explain change by relying on an analysis of mechanisms that block change? This is a logical trap into which many path dependent explanations of institutional change fall (Campbell 2004, chap. 3; Thelen 1999, 2000a, 2000b). In this sense, path dependence arguments are often very deterministic (Ebbinghaus 2005; Haydu 1998).

Some researchers have tried to theorize change mechanisms in arguments about path dependence by introducing the concept of critical junctures—that is, major exogenous shocks and crises that disrupt the status quo and trigger fundamental institutional changes (Haydu 1998; Thelen 1999). Things like wars and energy crises are good examples of critical junctures insofar as the transformation of political institutions is concerned. Such arguments often invoke the notion of punctuated equilibrium where institutions are stable until disrupted suddenly by a shock, which triggers a major institutional adjustment and eventually a new equilibrium (Krasner 1984). But there are at least three problems with this approach. First, shocks and crises of the sort that constitute critical junctures explain why major, revolutionary changes occur, but not why more incremental or evolutionary (i.e. path dependent) change happens (Thelen 2000a, 2000b). Second, the critical junctures approach assumes that the impetus for institutional change comes in the form of an exogenous shock. There is little recognition that the internal inconsistencies and contradictions of an institutional arrangement may also spawn crises that result in its transformation (Haydu 1998; Schneiberg 1999). Third, the critical junctures approach tends to focus our attention on the key events that create pressures for change, but not on the complex search process that follows whereby actors actually determine what institutional changes to make, if any (e.g. Campbell and Lindberg 1991). It would appear, then, that we need a more nuanced approach to explain institutional change than those found typically in arguments about path dependence.

**Institutional Change**

Several schools of thought can be identified that seek to explain how institutions change cross-nationally. These include arguments that emphasize functionalism and technical efficiency, diffusion, conflict and power, bricolage and translation, gaps
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3 There are strong and weak versions of the path dependence argument with the weaker ones being more open to the possibilities of incremental change along relatively fixed paths. For further discussion of the difference between strong and weak versions, see Djelic and Quack (2007) and Ebbinghaus (2005).
between intentions and outcomes, and institutional complexity. It is important to note that while these approaches differ in many respects, most of them avoid the punctuated equilibrium view of change.

**Functionalism and technical efficiency**

Early work in comparative political economy on institutional change stemmed from a critique of efficiency-based or functionalist theories. In particular, scholars criticized two streams of work. One was Alfred Chandler’s (1977) research on the rise of the modern corporation in the United States. Chandler argued that in the United States managers shifted from a uni-divisional to a multidivisional firm structure in response to improvements in communication and transportation technologies, which led to the development of national and international markets for mass produced goods. Multidivisional firms were better equipped organizationally to manage the vast inputs and outputs required in order to achieve economies of scale. Hence, they were more efficient and, thus, more likely to survive in this new environment. Scholars have extended Chandler’s logic by arguing that new innovations in communication and transportation technologies, such as the Internet and overnight delivery service, create larger and more volatile markets, which have elicited a functional response in the form of new, decentralized, and networked inter-firm arrangements (Powell 1987, 1990).

The other stream of scholarship receiving criticism was that of Oliver Williamson (1985), who argued that when specialized assets were required for manufacturing or marketing, and when inputs or outputs tended to be procured repeatedly from the same firm, the most efficient way to organize production and distribution was through hierarchically organized firms, such as those that Chandler studied, rather than through market contracting. This was because under these conditions hierarchies reduced transaction costs relative to what they would be in the market. Thus Chandler, Williamson, and their followers believed that institutional change was a functional response to changes in the technical environments within which firms operated, and that the most functionally efficient institutions tended to prevail over time.

Much of this work was based on analyses of the United States. However, subsequent criticisms were often based on cross-national research, which raised serious questions about the adequacy of these theories and suggested that had Chandler and Williamson been more sensitive to cases from other countries, they might have been more circumspect in their arguments. For instance, it is apparent that the organization of industries with similar technical requirements and markets can vary considerably across countries. One reason for this may have to do with cultural differences. British and American managers may be much less inclined to trust managers in other firms with whom they have to deal than is the case with Japanese managers, because Japanese culture places a greater premium on honourable behaviour than does Anglo-Saxon culture. Hence, the incentives to move contracting out of the market and into large vertically integrated, multidivisional
firms in order to mitigate opportunistic behaviour and reduce transaction costs may be greater in Britain and the United States than in Japan. And this may be why the auto industry, for example, has traditionally been more vertically integrated in Britain and the United States whereas it has involved much more long-term subcontracting and outsourcing in Japan (Dore 1983). This may also be one reason why, despite the rise of economic globalization and increased international competition, national political economies have not demonstrated much convergence towards common modes of corporate governance, human resource management, or other institutionalized business practices as globalization has advanced (Dore 2000; Jacoby 2005). In other words, cultural and social relations may mediate the degree to which changes in the technical environment necessarily precipitate institutional transformations (see also Granovetter 1985).

Researchers have also criticized the functionalist view for neglecting the role of the state and politics in explaining institutional change (Campbell and Lindberg 1990; Fligstein 1990; Guillén 1994; Perrow 2002). Much research shows that the state influences how the economy is organized. One example is Dobbin’s work on railroads. But other studies show that for political as well as cultural reasons political leaders can inhibit the development of certain types of economic arrangements and facilitate others. This is one reason why, for instance, Taiwan developed a form of capitalism based on networks of family-owned firms; South Korea developed the chaebol form of capitalism; and Japan developed business groups consisting of many firms, connected through complex cross-shareholding arrangements (Hamilton and Biggart 1988). It is also why Italy has become famous for its industrial districts, which are an artefact of the post-war Christian Democratic Party’s efforts to encourage the development of small and medium-sized firms (Weiss 1988). Especially important in all of this are national legal systems, which can affect the institutional arrangement of firms in the economy as well as their relationships with investors and other stakeholders (Roe 1994, 2003).

Despite the important insights of these criticisms of functionalist and efficiency-based arguments, few of them spend much time addressing the issue of change. Rather they engage in the sort of comparative statics approach discussed earlier where cross-national institutional variations, this time in either culture or political systems, account for the degree to which economies tend to follow the developmental trajectories specified by efficiency theorists.

Theories that emphasize functional or efficient outcomes are frequently rooted in rational choice theory. Williamson’s theory of institutional change is a good example. However, some rational choice theorists have offered theories of institutional change that are neither functionalist nor assume that institutions tend necessarily toward efficiency. Notably, Douglass North (1990) argued that actors sometimes seek to renegotiate institutional arrangements as their preferences change. New institutions may or may not emerge and, if they do, they may or may not be more efficient. It depends, according to North, on the relative bargaining strength of the actors involved, their perceptions and interpretations of the situation and possibilities for change, and the prevailing institutional arrangements, which may be resistant to
change as a result of various mechanisms that tend to lock them into place in path dependent ways. This sort of argument has also been used recently to explain the dramatic deterioration of institutions in ways that severely compromise efficient economic growth. In particular, Robert Bates (2008) showed how many African states turned toward corrupt and predatory policies when, in the face of declining state revenues, their leaders moved to line their own pockets and reinforce their political power in ways that ruined the national economy.

Sceptics would argue that theories such as these ignore how things like values, ideologies, and other types of ideas may also affect institutional change (e.g. Blyth 2002; McNamara 1998). In his more recent work, North (2005) deliberately tackles these issues. He explains that one cannot understand institutional change without theorizing how the culturally and ideologically filtered perceptions of individuals set normative and cognitive constraints on their ability to change institutions in ways that yield more efficient outcomes. And he argues that explaining these constraints is essential because actors typically face situations marked by considerable uncertainty and incomplete information, which means that their ability to calculate rationally is limited. Hence, they must resort to a variety of cognitive schema in order to make sense of their situations and figure out what institutional changes to make. The fact that North points towards the importance of ideas, cognition and perception, offers a bridge to another and very different view of institutional change.

Diffusion

In contrast to rational choice arguments, John Meyer and several of his colleagues at Stanford University and elsewhere developed the idea that institutions and institutional change are not the result of either efficiency considerations or functionalist imperatives. Rather they are the result of organizations seeking legitimacy from their peers within a field of related organizations (Thomas et al. 1987). In other words, organizations operate according to a logic of appropriateness rather than a logic of instrumentality (March and Olsen 1989). They showed through a series of empirical studies that western institutional practices diffuse among nation-states such that over time countries tend to converge on common institutional norms that is, a set of principles and practices that are deemed appropriate and legitimate by their peers within the field. Hence, a decentralized world culture emerged gradually during the twentieth century. For instance, nation-states have adopted common educational, environmental, human rights, scientific, and other practices that have been codified through international codes of conduct, treaties, and transnational organizations, such as the United Nations (e.g. Meyer et al. 1997a, 1997b).

---

4 Within rational choice theory, bargaining strength, power relations, and negotiation have become increasingly important for theories of institutional change (e.g. Knight 1992, 2001; Ostrom 1990; Scharpf 1997).
Debate revolves around the mechanisms by which this sort of diffusion occurs, particularly in so far as it leads to the spread of institutions modelled after the advanced capitalist nations. The Stanford School typically argues that convergent or isomorphic outcomes stem from either a normative process, whereby organizations learn what the normatively appropriate practices are and then move to adopt them, or a mimetic process, whereby organizations observe the surrounding organizations, evaluate which ones are performing best, and then copy what they do in the hope that so doing will enhance their own performance (DiMaggio and Powell 1983). Research on developing countries, however, points to the fact that western practices are often coercively imposed on countries by international organizations, such as the International Monetary Fund or World Bank, in exchange for loans and other valuable resources (Haggard and Kaufman 1995; Stallings 1992).

The diffusion perspective has been criticized on several grounds. First, despite claims that the mimetic and normative processes of isomorphic change are the most common, much of the research does not convincingly make the case due to methodological flaws. In particular, these mechanisms are imputed rather than demonstrated empirically because researchers have been more concerned with investigating how much isomorphism occurs, rather than testing competing theories of how it occurs (Mizruchi and Fein 1999). This situation has started to improve lately as researchers have begun, for example, to study how particular actors, such as international non-governmental organizations, influence the policies and practices of nation-states through combinations of normative and coercive pressures (Boli and Thomas 1999; Keck and Sikkink 1998). Recent studies of globalization have also begun to test the mechanisms by which political and economic institutions have diffused internationally. They have found that all three mechanisms noted above (coercive, normative, and mimetic) have been operating, but that a fourth mechanism—competition—has also been evident where countries change because they believe that if they do not match the institutions of competitor states, then they will lose out (Dobbin et al. 2007; Simmons et al. 2008). In this work it is clear that the mechanisms postulated by diffusion theorists are not mutually exclusive explanations because combinations of these mechanisms may operate in particular cases (e.g. Babb 2001; Campbell 2001; Halliday and Carruthers 2007).

Second, critics have charged that diffusion models are too simple; they fail to take seriously the notion that diffusing institutional practices are modified and transformed when adopted by receiving countries (Djelic 1998; Duina 2006; Soysal 1994; Westney 1987). This is so even when a group of countries agrees to adopt a common practice, such as directives from the European Union, which are often modified by member states during their initial translation into national law, and again during implementation, in order to fit their unique institutional traditions (Duina 1999).

5 The identification of competition as a fourth diffusion mechanism is not a new discovery, although it is one that is often neglected by diffusion theorists. Indeed, the classic article by DiMaggio and Powell (1983) that is generally credited with bringing coercive, normative, and mimetic diffusion mechanisms to the attention of scholars also recognized the importance of competition.
Thus, what may appear initially to be a case of isomorphic diffusion often involves considerable cross-national variation.

Finally, and following the last point, the diffusion perspective often dwells on cross-national similarities rather than differences. In other words, it turns a blind eye towards the important institutional differences that may exist across countries, the origins of these differences, the mechanisms that reproduce them, and therefore the significant effects that they may have for political-economic performance. This is in sharp contrast to theories of institutional change that focus on how conflict and power shape the institutional profiles of different countries in different ways.

**Conflict and power struggles**

Taking exception with the idea that institutional change is driven by a logic of appropriateness, a third perspective argues that institutional change is determined largely by conflicts and struggles to control valued resources, dominate markets, and otherwise obtain power (Amable 2003; Campbell 2004, ch. 6). Those who are most powerful get the institutions they want and are best able to change them to fit their purposes. For instance, Mark Roe (1994, 2003) showed that cross-national differences in corporate governance institutions resulted from political struggles among contending interest groups. In the United States, large insurance companies, investment banks, pension funds, and mutual funds have long been prevented by law from owning large blocks of stock in a firm. This is because politicians, banks, and other interested actors at the state and local levels feared the emergence of monopolistic financial intermediaries and passed legislation limiting stock ownership by these organizations. Hence, stock has long been held by a plethora of small, fragmented shareholders—a situation that affords corporate managers tremendous autonomy from shareholders and, thus, control over the firm. In other countries, such as Japan and Germany, the constellation of interests and political power was very different so legal obstacles to concentrated ownership were largely absent and shareholders gained more control vis-a-vis managers over firms.

Much of the literature on institutional change within this perspective pays close attention to the relationship between the state and economy, often arguing that economic institutions are embedded in and thus largely determined by the political context within which they operate (Campbell and Lindberg 1990). So, for instance, researchers have shown that political fights led to changes in property rights and anti-trust law and, therefore, changes in institutionalized corporate practices (Fligstein 1990; Guillén 1994), inter-firm relations (Campbell and Lindberg 1990), industrial arrangements (Best 1990; Perrow 2002), and the trajectory of capitalism per se (North 1981). Conversely, scholars have argued that the resilience of shareholder and stakeholder forms of corporate governance in the face of stiff global pressures to change stems from the efforts of powerful vested interests to maintain the institutional status quo—an argument that resonates with some of the path dependence literature discussed previously (Dore 2000; Jacoby 2005).
Some rational choice theorists have argued that power struggles over the distribution of resources are the driving force behind institutional change (Knight 1992, 2001; Scharpf 1997). However, researchers closely associated with the Stanford school have also started to see the relevance of this point of view. In particular, organizational sociologists are beginning to argue that institutional change resembles social movements in so far as it involves the strategic framing of issues and interests, mobilization of resources, and coalition building (Davis et al. 2005). In their view, this is a promising way to tease out the mechanisms underlying the coercive, normative, and perhaps even mimetic processes that they have often imputed to account for institutional change.

One of the most important insights recently about power and institutional change concerns competing models. Several scholars have shown that even though a particular set of institutions, such as a set of property rights or a particular form of corporate governance, may come to dominate the landscape, its proponents often had to defeat those advocating other models. For instance, small-firm industrial districts were commonplace during the early to mid-1800s in the textile and armaments industries in the United States, but eventually gave way to large vertically integrated firms (Best 1990; Perrow 2002). State owned utility and transportation systems often suffered the same fate (Roy 1997; Schneiberg 2007). These transformations often involved much political deal making, power brokering, and corruption. Competition among different institutional models has marked other countries as well (e.g. Djelic 1998; Weiss 1988). The point is that as a result of power struggles it is by no means guaranteed that the most efficient institutional models will win out in the end, or that institutions will change at all, even when they are found to be deficient in important ways (Perrow 2002; Schneiberg 2007). Proof of this is that multiple models may exist simultaneously for extended periods within a particular national political economy or industry (Campbell and Lindberg 1990; Deeg and Jackson 2007). This also suggests that the processes of institutional reproduction and change are mutually constitutive. That is, many of the forces that change institutions—that is, conflict and struggle—also stabilize them.

Bricolage and translation

The possibility that multiple models may exist side by side suggests that national political economies may be less homogeneous institutionally than is generally recognized by those who specify different ideal types of capitalism, such as liberal and coordinated market economies as posited by the varieties of capitalism approach (Campbell et al. 1991; Crouch 2005; Zeitlin 2003). As Campbell (2004, ch. 3) explains, this suggests that the process by which institutions change may often involve the rearrangement or recombination of institutional principles and practices in new and creative ways, or, similarly, the blending of new elements into already existing
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As noted earlier, this is a departure from other rational choice theorists who suggest that institutional change is a more or less inevitable response to shifting environmental conditions by actors who are interested in achieving an efficient institutional equilibrium (e.g. Calvert 1998; Shepsle 1986).
institutional arrangements. The former is known as bricolage; the latter is known as translation because new elements must often be modified to properly blend with the old institutions (see also Crouch 2005, ch. 3). This should not be surprising because even within well-established institutional orders there is much institutional flotsam and jetsam—bits and pieces of previously attempted models and parallel paths—that actors can use to fashion new institutional arrangements (Hancké and Goyer 2005; Schneiberg 2007).

There is considerable cross-national work using this perspective to explain, for instance, the evolution of national vocational training (Thelen 2004), post-communist inter-firm relations (Stark 1996), the emergence of Germany’s coordinated market economy (Sorge 2005), translation of the American model into post-war Europe (Djelic 1998), translation of EU directives into national practice (Duina 1999), and the adoption of post-national citizenship in Europe (Soysal 1994). There are also excellent case studies of this process in single countries, such as the revival of the mid-western American metal working industry (Whitford 2005).

This approach has several advantages over the others reviewed here. First, it is not functionalist and does not assume that efficiency considerations drive institutional change. This is because power is important. Second, this approach is not excessively deterministic as, for instance, efficiency theories and some diffusion theories are. Actors exercise a degree of autonomy to pick and choose from their repertoires as they see fit. Third, this view sees institutions as dynamic. It does not view them only as constraints on action. It also views them as resources that actors can use to facilitate and enable action. Fourth, this is an approach that can account for change that is path dependent. Through bricolage and translation actors create new institutional combinations, but combinations that still resemble their predecessors to a significant degree in so far as they are made up of institutional principles and practices that entrepreneurs have inherited from the past (Campbell 2004, 2006).

That said, there is room for improvement in this approach. In particular, more work is required to understand where institutional entrepreneurs get their repertoires from and, thus, why they create one bricolage rather than another. At the micro level, one would want to understand the interpersonal networks within which entrepreneurs are embedded in order to know what sorts of ideas they are exposed to and likely to incorporate into their repertoires. Arguably, the most creative ideas come from people in networks spanning different institutional locations where they are exposed to multiple models thus providing relatively more possibilities for experimenting and creating hybrid institutional forms (Campbell 2004, ch. 3; Schneiberg and Clemens 2006: 218–19). One reason, for instance, that Italy did not embrace the American model of corporate organization and governance as much as Germany or France, after the Second World War, was because Italy had weaker ties to the United States through which the diffusion of ideas could flow. Thus, Italian political leaders were less supportive and accommodating of the American model than leaders in other European countries (Djelic 1998). Similarly, early twentieth-century institutional reform in the United States in agriculture, welfare, and urban planning stemmed from the interpersonal ties among politicians, social activists, and
intellectuals on both sides of the Atlantic by which European models were found by American policymakers who often translated them into the American context (Rodgers 1998).

At the macro level, to explain bricolage one would want to know the range of alternative institutional models that had been tried or advocated previously in a certain location in order to understand the range of historically given alternatives that entrepreneurs might consider in the future. This is important, for example, in understanding why a cooperative model of production, which is quite different from the traditional American model, spread during the early twentieth century across infrastructure industries like electricity generation, insurance, and banking in the mid-western United States (Schneiberg 2007). It is also important for understanding how the Dutch pension system shifted from public towards private provisions, drawing upon dormant or suppressed historical alternatives that had been experimented with briefly immediately after the Second World War (Ebbinghaus 2005). And it helps explain how French firms in the 1980s reduced their dependence on the state and capital markets and decentralized labour relations and economic planning to increase productivity. The inspiration for these institutional innovations came from a largely unsuccessful earlier effort by the state to deregulate, decentralize, and privatize financial and other markets (Hancké and Goyer 2005).

**Gaps between intentions and outcomes**

Recall that the varieties of capitalism literature argues that national political economies consist of rather stable sets of complementary institutions falling into two basic types, liberal and coordinated market economies. In this view, stability stems from the presence of institutional complementarities, by which interconnected institutions reinforce each other, thereby deterring actors from changing any one of them for fear of triggering change in the rest. But the evidence is clear that national political-economic institutions are changing, if often in only incremental ways (Morgan et al. 2005). As a result, some scholars have tried to push this perspective in a more dynamic direction that is better equipped to explain institutional change (e.g. Crouch 2005; Deeg and Jackson 2007; Ebbinghaus 2005). In some cases, this has led to a cataloging of different patterns and mechanisms of institutional change in advanced capitalist economies during the late twentieth century.

Streeck and Thelen (2005) offer a typology of change that is perhaps the most well-known example of this approach. They identify five patterns and mechanisms of change. To begin with, institutions change when new institutional layers are grafted on to existing institutions, or when new institutional models appear and replace old ones. They refer to these processes as layering and displacement, respectively. To a degree, they resemble bricolage and translation. Under layering, actors perceive that their interests would be better served by adding new institutional principles, or practices, to old ones in the hope that the new ones will grow and eventually reduce
the salience of the old ones. So, for instance, private pension schemes were added on to public social security systems in the hope that the former would grow in popularity to such an extent that public pensions would no longer be needed by most citizens. Under displacement, actors operate from a similar calculus but simply abolish old institutions and add new ones. In both cases, actors deliberately reform institutions.

Streeck and Thelen also argue that institutions change when the functions they serve change (see also Deeg and Jackson 2007; Ebbinghaus 2005: 23). They identify three possibilities. First is drift, a situation where the environment surrounding an institution changes in ways that alter the scope, meaning, and function of the institution. Sometimes this happens by accident, but sometimes it happens because actors deliberately neglect to keep an institution current vis-à-vis its environment. This might happen, for instance, when the national birth rate rises but policymakers do not increase funding for family allowances and daycare. Second is conversion, a situation where formal institutions per se do not change, but are redirected toward new goals, functions, or purposes. German vocational training was initially intended to undermine the social democratic labour movement, but eventually became a source of strength to that movement vis-à-vis employers. Third is exhaustion, a situation where an institution gradually withers away because it no longer functions as intended. That is, it no longer produces enough significant returns or benefits relative to costs. Germany’s early retirement system, for instance, was established to deal with the unemployment associated with a few declining industries. But over time it was used to cope with rising unemployment more generally, especially during reunification. As a result, the demands on the programme outpaced the growth of its budget thereby threatening its very existence.

Identifying drift, conversion, and exhaustion as three types of institutional change is Streeck and Thelen’s most innovative contribution. In particular, it focuses on the idea that institutional change is associated with the gap that may emerge between the intentions and actual outcomes of institution building. A substantial literature on policy implementation exists that takes off from the recognition that such a gap exists (e.g. Pressman and Wildavsky 1984). But few have incorporated this insight into an analysis of institutional change. We will return to this point later.

Creating typologies like this one is admirable in so far as it alerts us to the possibility that there may be a variety of mechanisms and processes involved in institutional change, not just one. However, this approach suffers in an important respect. The argument is framed as a sympathetic corrective to the varieties of capitalism literature (Streeck and Thelen 2005: 5–6). But while the notion of institutional complementarities is the core principle upon which the varieties of capitalism approach rests—and the source of institutional stability—Streeck and Thelen’s approach to change actually says very little about how institutional complementarities or the interconnections among institutions more generally may provide important dynamics for institutional change. Their five types of change focus either on a single institution in isolation from others (drift, conversion,
exhaustion), or on multiple institutions but with little regard for the complementarities that may or may not be involved (displacement, layering). Thus, their approach provides important insights about institutional change over all, but not about how institutional change is derived from or based on institutional complementarities and interconnectedness.

Recently, and in response to their critics, proponents of the varieties of capitalism approach have taken it upon themselves to develop an analysis of institutional change that is compatible with the notion of institutional complementarity (e.g. Hancke et al. 2007a; Thelen this volume). In brief, they argue that exogenous shocks, such as increased international trade, capital flows, and competition, create pressure for national economies to adjust their institutions in order to compete effectively—pressure that mounts as gaps between intentions and outcomes materialize, such as when firms or industries lose their competitive edge. However, these adjustments occur within constraints presented by cross-class coalitions, intra-firm relations, informal networks among business and policymakers, and state institutions—all of which played key roles in the development of national institutions and institutional complementarities in the first place. As a result, adjustments normally follow an incremental path-dependent process, not deviating radically from past practices. Why? Actors may seek institutional and functional equivalents to pre-existing forms of coordination. For instance, German centralized wage bargaining persists but has adopted a cost-competition wage model. Or significant institutional changes may occur in one sector of the economy without spilling over into others, thus preserving many of a country’s institutional legacies and complementarities. However, if cross-class coalitions or networks have changed dramatically since they created current institutions, then more radical institutional change can occur as pressure mounts. And it may spread from one sector to another if they are tightly linked. While all of this is said to hold for all types of capitalism, there is a certain asymmetrical quality to the argument. Several scholars argue that change is more arduous in national political economies that have high levels of institutional coordination, such as Germany or Switzerland, because change there requires negotiation, compromise, and arm twisting among social partners, related businesses, and policymakers. Where such coordination is lacking, as in Britain or the United States, institutional change can take place faster and easier (Hall 2007; Hancke et al. 2007b).

Institutional complexity

Many critics of the varieties of capitalism approach have argued that it oversimplifies institutional reality. Real-world national political economies are in varying degrees complex institutional hybrids. They consist of a variety of interrelated institutions, some typical of liberal market economies and some typical of coordinated market economies (Amable 2003; Campbell et al. 1991; Crouch 2005; Zeitlin 2003). Moreover, institutions (i.e. rules) are rarely specified or understood absolutely clearly. As a
result, they are ambiguous and open to interpretation by actors (Halliday and Carruthers 2007: 1149; Streeck and Thelen 2005: 14). All of this opens up the possibility that institutions are not as stable or locked in as the concept of institutional complementarity suggests (Deeg and Jackson 2007; Ebbinghaus 2005; Streeck and Thelen 2005; Djelic and Quack 2007). These insights have led to several new theoretical moves to explain institutional change.

The first move involves insights about the institutional variety and hybrid nature of political economies. As already discussed, real-world political economies are institutionally complex. There are a variety of institutional principles and practices available for actors to use when they want to change institutions. Bricolage, layering, translation, and displacement are the processes that are enabled by such institutional variety and hybridization (Campbell 2004; Crouch 2005). In this sense, institutions should be viewed as resources that actors can use in the pursuit of their interests (Hall and Thelen 2009; Streeck and Thelen 2005). Some have gone so far as to argue that the more institutional heterogeneity there is in a situation, the more likely it is that actors will engage in truly innovative institutional changes. Hence, contrary to the varieties of capitalism view (e.g. Hall and Gingerich 2004), heterogeneity and hybridization in national political economies may be beneficial because it yields institutional flexibility and innovation—that is, institutional change—that can improve socio-economic performance (Crouch 2005: 71).

The second theoretical move involves institutional interconnectedness. This is the premiss underlying the varieties of capitalism argument that strong complementarities prevent widespread change because actors are hesitant to change one institution for fear of starting ripple effects in others (Deeg and Jackson 2007: 167; Hall and Thelen 2009). The critical insight is that understanding institutional change requires a relational approach. That is, one cannot understand change simply by focusing on a single institution; it can only be understood by focusing on the relationships among institutions. This is not because a change in institution A necessarily triggers a functional response in institution B. Rather this is because actors in institution B have learned to live with institution A in ways that yield certain benefits, such as those derived from institutional complementarity. So when institution A changes, actors in institution B may suddenly have incentives to make changes in B in order to preserve these benefits or develop new ones.

For instance, changes in property rights institutions often precipitate changes in other institutions (Campbell and Lindberg 1990). Fligstein (1990) showed that in the United States every time policymakers made major changes to anti-trust law, the institutions of corporate organization and management changed as well, first from horizontally integrated firms, then to vertically integrated firms, and finally to conglomerates. This was because corporate managers wanted to avoid the penalties associated with violating new anti-trust laws and so changed their own institutions. As one institution changed it created new incentives for actors in another institution to change as well. Managers avoided the costs that would have been incurred by leaving a mismatch between the new law and the old corporate practices, which would have now been illegal. In fact, this was a reciprocal or co-evolutionary
relationship because corporate practices initially precipitated changes in anti-trust law, which then precipitated further changes in corporate practices, and so on (see also Djelic and Quack 2007; Halliday and Carruthers 2007).

It follows that the more tightly coupled institutions are, the more likely it will be that a change in one will precipitate a change in another. For example, during the 1980s international financial organizations embraced and institutionalized a new set of normative principles—neo-liberalism. When the communist regimes in Eastern Europe collapsed, those countries that were more indebted to these organizations (e.g. IMF, private banks, national governments) were more likely to institutionalize neo-liberal practices themselves than countries that were less indebted (Campbell 2001). In other words, post-communist countries that were more tightly coupled to western financial organizations were more susceptible to the institutional changes favoured by those organizations. Of course, proponents of the varieties of capitalism view and others have made the opposite argument, suggesting that tight coupling (i.e. strong complementarities) tends to prevent widespread change (Djelic and Quack 2005: 159, 2007). We need better specifications of exactly what constitutes loose and tight coupling and then empirical research to settle the issue (Deeg 2005).

These last examples also illustrate a third theoretical move regarding institutional complexity and change—a move that emphasizes the connections among different institutional levels. The varieties of capitalism literature, among others, focuses on how the interconnectedness of institutions at the national level may affect change. Put differently, they stress the horizontal connections among institutions within a particular level of analysis. But others have shown that the vertical connections among institutions across local, regional, national, and international levels are also important. For instance, Halliday and Carruthers (2009) examined how after the 1997 Asian financial crisis various international professional and non-governmental organizations promulgated general guidelines for bankruptcy legislation in the hope that national governments would adopt them, standardize the law across countries, and thus enhance international commerce. However, the degree to which countries like China, Indonesia, and South Korea did so depended in large measure on how much leverage international organizations, multinational corporations and other states had over them and how legitimate these governments perceived the guidelines to be. In other words, institutional change at the national level was very much conditioned by forces related to institutional change at the transnational level. The importance of international guidelines, standards, and other forms of ‘soft law’ has gained increasing attention among scholars interested in how transnational institutions cause change at the level of nation-states (e.g. Djelic and Sahlin-Andersson 2006). But causality can work in both directions. Transnational institutions are often shaped according to various national institutional precedents. Nation-states helped create Halliday and Carruthers’s transnational bankruptcy guidelines. And transnational markets including the European Single Market, Mercosur in South America, and the North American Free Trade Agreement, were all shaped according to the legal precedents of their member states (Duina 2006). Furthermore, changes in national
institutions may be very much influenced by institutional changes at the sub-national level as occurred when the US government modelled its welfare institutions on those developed earlier by state governments (e.g. Skocpol 1992). That is to say, things both trickle down and trickle up.

The fourth theoretical move stems from the notion of institutional ambiguity, which implies that the meaning of an institution is always open to interpretation. The exact meaning of an institution is never completely clear because social norms and rules are never unequivocal or capable of speaking for themselves. And interpretations of what an institution is are contested and may change over time. Indeed, what an institution makes possible, or not, is continuously redefined by what might be called interpretive entrepreneurs (Streeck and Yamamura 2003: 44). The possibility for such interpretive flux is exacerbated by the fact that actors are situated simultaneously in multiple and complex institutional locations, which makes it difficult for them to define their interests and strategies for action (Weir 2006).

It follows that the nature of institutional complementarity is also open to interpretation. That is, actors may perceive for various reasons that a certain institutional configuration no longer yields benefits associated with institutional complementarity and, therefore, move to change it. Such an interpretation would be based on the belief of some actors that the institutions in question were not serving their interests in a satisfactory manner any longer, or that they were otherwise inappropriate (Hall and Thelen 2009). That said, institutions may generate different levels of complementarity for different groups of actors (Deeg and Jackson 2007: 168). Assuming that institutions are settlements born from struggle and bargaining (Campbell 2004: 1), then those in power are most likely to hold sway over the situation and, thus, it is their interpretations that may matter the most in the end. But this will involve considerable struggle, bargaining, and negotiation over these interpretations.

Comparative political economy has taken up issues of interpretation by analysing how ideas and discourse affect institutional change. Blyth (2002), for example, showed how different interpretations of the 1970s stagflation problem led to changes in taxation and welfare institutions in Sweden and the United States. And Schmidt (2001, 2002) showed how policymakers use different discursive strategies in different countries to facilitate change depending on the institutional configuration of their political economies. As noted above, even rational choice theorists, who have not typically paid much attention to the issue of interpretation, have started to recognize how important this is for explaining institutional change (e.g. Knight and North 1997; North 2005). Central to much of this work is the notion that ideas and
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7 Indeed, even among researchers, there is disagreement on just what institutional complementarity means and how it should be measured (e.g. Crouch 2005; Hall and Gingerich 2004; Kenworthy 2006).

8 Perhaps the most extreme turn in this direction from within rational choice theory comes from North (2005), who advocated recently the cognitive approach to understanding institutional change noted earlier.
discourse can be used strategically by actors as tools in struggles to change institutions, but that they also exert effects structurally by constraining how actors perceive their interests and options in the first place (Campbell 1998).

Some of the most innovative work in this area stems from the recognition that perceptions and interpretations themselves can change according to changes in patterns of interactions among policymakers and others. For instance, one reason that the institutions governing German business are changing is that young corporate managers in Germany, who were formally trained in the United States, have started to develop different world views regarding how business systems ought to be organized that are more in line with their Anglo-American counterparts than with traditions in their own country (Lane 2005: 93). In addition to formal training, managers may have different perceptions of their firm’s interests depending on how much interaction they have with other firms in their industry through business and employer associations (Martin 2005, 2006). Similarly, researchers have found that when groups with apparently diametrically opposed interests are granted authority to cooperatively make regulatory policy themselves, rather than lobby the state for it, long-term dialogue ensues, which leads actors to reinterpret their interests. In the end, previously adversarial, zero-sum conflicts become consensual, positive-sum negotiations that lead to cooperative trial-and-error experimentation, and incremental institutional change (Dorf and Sabel 1998; Karkkainen et al. 2000). Much the same occurred in Germany as firms learned that benefits could be gained through codetermination legislation, which forced them to cooperate with labour (Streeck 1997). The point is that the nature of the interactions that occur among actors from different institutional spheres may affect their interpretations of problems and interests and, in turn, institutional change itself (Fligstein 2001).

Finally, a fifth theoretical move involves the origins of change. Some scholars assume that institutional change is triggered initially by exogenous shocks of various sorts. This is common, for example, among scholars who argue for path dependent accounts of change of the punctuated equilibrium form, and among researchers who view institutional change as a functional response to technological innovations. But recognizing that there is much institutional variety in the world raises the possibility that the incentives or logics of action associated with different institutions may create tensions or otherwise contradict one another (Friedland and Alford 1991; Orren and Skowronek 1994). People may be motivated to ease these tensions or resolve these contradictions by changing institutions. Similarly, the ambiguities associated with interpreting institutional rules create opportunities for reinterpretation, which can then lead to institutional change. Hence, change is not necessarily precipitated by exogenous shocks but can also be triggered by endogenous processes. Theorists and researchers have started to incorporate this realization into their theories of institutional change (e.g. Campbell 2004, ch 6; Sorge 2005).
Despite the amount of attention paid to explaining institutional change, surprisingly little effort has been devoted to defining exactly what we mean by institutional change in the first place. What exactly constitutes evolutionary or revolutionary change, incremental or rapid change, and so forth? And how do we know it empirically when we see it?

Some researchers have argued that institutions are multidimensional sets of rules so it is important to track all the important dimensions over an appropriate period of time in order to determine how much and what kind of change has occurred in specific cases. In comparative political economy this has led recently to the use of quantitative techniques, such as cluster analysis, in order to identify different institutional types of capitalism (e.g. Amable 2003; Boyer 2004). Combining cluster analysis with longitudinal techniques like event history analysis or interrupted time-series analysis is a way to more precisely identify the degree to which different dimensions of an institution change over time. The logic of tracking institutional dimensions can be used in qualitative as well as quantitative analysis (Campbell 2004, ch. 2).

Another recent approach is to focus on institutional functions. Here institutions are considered to have changed if the functions they are said to perform shift or are otherwise transformed. Streeck and Thelen (2005) illustrate the approach especially in so far as they see institutional change where unintentional drift, conversion, or exhaustion occurs, meaning that an institution’s function has changed but its formal rules have not. But taking a functionalist approach to measuring institutional change is fraught with difficulties. First, determining precisely what functions an institution performs can be a devilishly tricky business, especially if we take seriously the notion that some functions may be less obvious than others (e.g. Merton 1967). Second, picking important functions is not always straightforward. Even proponents of the institutional complementarities perspective seem to disagree about which functional indicators are most important to track (e.g. Hall and Gingerich 2004; Kenworthy 2006), if for no other reason than that selecting the ‘most important’ functions is partly a normative matter. Third, it is easier to determine the degree to which institutional rules have changed than it is to determine the degree to which these changes have affected functional performance. This is because it is often hard to determine precisely how much institutions, rather than other factors, affect national political-economic performance (Schwartz 2001). Fourth, if institutions actually
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9 There is a tension within their argument regarding how they define institutions. They write that institutions are ‘formalized rules that may be enforced by calling upon a third party’ (p. 10), a definition that is consistent with that used by many people, including most comparative political economists. But they also write that ‘the practical enactment of an institution is as much part of its reality as its formal structure’ (p. 18), which points to the importance of institutional functions.
consist of both rules and functional outcomes, then the question becomes how much change has occurred if the rules but not the function change, or if the function but not the rules change? Are these two possibilities equivalent or somehow significantly different? This is a tough question left unanswered.

All of this has implications for contemporary debates about the degree to which capitalist institutions are changing as a result of rising transnational economic activity. Some suggest that national institutions are beginning to converge on a common set of principles and practices while others say they are not. Part of this debate revolves around exactly which institutions are being examined. But part of it revolves around whether institutions are defined in terms of their rule structures or functions. A review of this literature is well beyond the scope of this chapter, but my guess is that those who dwell on institutional functions may find more change than those who dwell on rules per se (e.g. Campbell 2004; Streeck and Thelen 2005).

In sum, definitions matter. The definition of an institution has major implications for how researchers can study institutional change and how much institutional change they find. Most researchers would accept that changes in rules qualify as institutional change. I suspect that many would be less inclined to accept that changes in function also qualify.

CONCLUSION

Several things have become clear as the literature on institutional reproduction and change has evolved. First, where early theories emphasized functional or technical imperatives as the driving force behind institutional change, more recent theories have paid more attention to how actors are involved in the process—as institutional entrepreneurs, bricoleurs, and so on. As such, theorists and researchers have incorporated the notion of struggle, conflict, and negotiation over institutions into their understandings of institutional change. This is especially important because it reveals how institutional reproduction and change are flip sides of the same coin. That is, institutions are contested. So, depending on the balance of power among those contesting them, they may change or not. In this sense the processes of institutional reproduction and change are mutually constitutive—many of the forces that change institutions also stabilize them.

Second, with an increased emphasis on actors, there is also increased attention being paid to how actors perceive and interpret their situations vis-à-vis institutions. Similarly, institutions are seen not only as constraints that limit the range of choices available to actors, but also as malleable resources that actors can use to achieve their objectives. The notions of bricolage and translation are especially important in this respect. And the malleability of institutions is enhanced to the extent that they are ambiguous and open to interpretation by actors in the first place.
Third, the notion of path dependence is becoming understood in a more dynamic way. On the one hand, we now understand how institutions provide resources and opportunities that creative and innovative actors can use to alter institutional arrangements, albeit in incremental and evolutionary ways. In this regard, the punctuated equilibrium view of change has been supplanted by more nuanced views. On the other hand, we also understand how institutions constrain—but do not completely determine—the choices available to actors. So the concept of path dependence is more useful for explaining the process of change—better still, constrained change—than has previously been the case.

Finally, we now recognize that institutions are multidimensional phenomena and that in political-economic settings a variety of institutions are in place. This has led to a greater appreciation for the interconnectedness and complexity of institutional settings. In turn, this has led researchers to inquire about how interconnectedness, institutional complementarities, and tight and loose coupling affect institutional change. It has also led scholars to recognize that institutions at the national level are connected to institutions at the transnational and sub-national levels in ways that affect change. Better understanding of these relationships is probably the area we know least about and that requires the most attention in the future.

References


This page intentionally left blank
The idea of complementarity is of considerable use in studies of institutions, because if it can be correctly applied it enables analysts to consider when and how certain institutions ‘belong’ together to form a Gestalt or overall shape, or in contrast to indicate when two or more institutions might be incompatible with each other. If it is possible to reach conclusions of this kind, not only is institutional analysis placed on a scientific basis, but it can also acquire relevance to policymakers and other institution builders. For example, assume that policymakers in country A notice, say, a form of industrial relations working very effectively in country B. They will be tempted to imitate that institution in their own country. If institutional experts could pronounce on whether such an imitation is likely to be complementary to the surrounding institutions, they would be able to advise on whether such an imitation would be likely to succeed. Unfortunately there are considerable limitations to the applicability of the idea of complementarity in this way, or at least limitations in our knowledge of how it might operate. Because of both the attractiveness of the concept and its risks, it is essential that any study of comparative institutions should have a clear idea of this term, its potentiality, and its weaknesses.
The following discussion will distinguish between three different usages of the concept to be found in the literature, and will analyse that literature as it falls within these different usages. Some problems and weaknesses will then be identified. The overall tendency of the argument will be to advise caution in the use of complementarity in institutional research, though the concept is not rejected, as a distinct role will be found for it.

**Complementarity as Components**

**Compensating for Each Other’s Deficiencies**

This is the strictest but also the most everyday sense of the idea of complementarity. It defines two or more phenomena (in our case institutions) as complementary when each can be defined in terms of what is lacked by the other(s) in order to produce a defined whole. A perfect example is found in the nursery rhyme:

Jack Sprat could eat no fat.
His wife could eat no lean.
So, between the two of them,
They licked the platter clean.

Jack Sprat and his wife complemented each other in the achievement of a clean platter.

Setting aside the world of nursery rhymes, complementarity is most often encountered where mathematics can be used, as this can give a formal meaning to the idea of complementarity; Höpner (2005) cites the instance of the computer scientist’s concept of complementary binary numerical series. Two hemispheres that together form a sphere constitute a further example. Another is Nils Bohr’s discovery that the transmission of light requires both point-like and linear characteristics—features that earlier scientists had considered to be mutually incompatible. For Bohr it was precisely the contrast afforded by such incompatible principles that made the phenomenon possible.

We can find examples of discoveries of such complementarity in the social sciences. Legal theory often speaks of the complementarity of two different jurisdictions (say, the European Court and national legal systems), in the sense that they deal with different kinds of problem, rather than either clashing or overlapping (Cherednychenko 2007; Kleffner 2003). Democracy and liberty have been seen to

---

3 An earlier, shorter version of this discussion will be found in Crouch (2005: 50–60).
4 For the sake of simplicity, in this discussion we shall normally talk in terms of two institutions being complementary to each other, but in reality there is no limit to the number of components that might be considered to constitute complementary parts of a whole.
5 I am indebted to Rogers Hollingsworth for drawing my attention to Bohr’s work on this.
be complementary, in the sense that the former deals with the rights of the many and the latter with those of the individual (Vanberg 2008). Campbell and Pedersen (2001c: 257) have identified contrary elements in some institutions to ‘compensate’ for the establishment of neo-liberalism in others: ‘... the development of neo-liberal institutions in one area was compensated for by institutions based on different principles in other areas ...; the adoption of neo-liberalism was heavily mediated by other institutional principles.’

In Sweden, statutory and voluntary social services have been found by research to be complementary, in that they each seem to address needs that the other misses (Dahlberg 2005). In the same vein, Elke Viebrock (2004), in a study of different forms of unemployment benefit systems, has shown how Sweden—usually the absolute paradigm case of the social democratic welfare state—has for reasons of political history retained a role for voluntary associations alongside the state in the organization of its unemployment insurance system. Kristensen (1997), comparing the development of management systems in England, Germany, and Denmark, finds the last to be dominated by a ‘personal reputational’ system, which does not feature in any of the usual stereotypes of Scandinavian countries, and which might play a role in compensating for those features.

Another example would be the study by Streeck et al. (1987) of the highly portable skill qualifications of the German vocational training system, which offset the tendency towards low labour mobility of many other German labour market institutions. The opposite role might be played by non-transferable company pension schemes in US corporations, which offset the tendency towards the high labour mobility of many other US labour market institutions. A further example would be the role of big institutional investors in the US economy, whose individual impact on a firm or whole sector can be so large that they cannot behave as in a pure market, but need to act strategically, often engaging in dialogue with firms’ managements. They thereby offset the bias towards spot markets of some other US financial institutions, and make possible a supply of patient capital.

In a lengthy study of the changes that took place in the political economy of the UK during the 1980s, Gamble (1994) examined the relationship between the ‘free economy’ and the ‘strong state’. The idea seems contradictory, as a ‘free’ economy is one in which governments do not intervene in markets, while a strong state would seem to be one that intervenes strongly in society. However, a strong state is not required to act everywhere; it can demonstrate its strength by choosing where to intervene and where not to do so. Gamble showed how a ‘free’ economy could be constructed in late twentieth-century Britain only through considerable exercise of state power to resist pressures from groups in society whose interests would be harmed by stronger use of free markets. The relationship between the free economy and the strong state was a paradox, not a contradiction, the two operating in a complementary manner.

A similar puzzle was considered by Lütz (2003), who studied the reform of financial regulation in the UK and Germany in the 1980s and 1990s. These reforms were, like the general change processes that took place in Britain, part of a move to free markets. Part of the process took the form of establishing a strong level of legal
regulation, replacing a more informal system in both countries. This might appear to contradict the idea of freeing markets, but free markets require a high level of transparency, clear rules, and easy entry by new players. International firms from outside the countries concerned could not understand the informal financial systems of Germany and the UK, but they could understand a clear set of formal legal rules established by the respective governments according to some internationally recognized principles. Statutory regulation and market liberation were complementary.

Similar again, in showing the complementarity of strong legal rules and free markets, is the study by Carruthers, Babb, and Halliday (2001), showing how, across the world, central bank rules have become stricter while bankruptcy laws have become softer. The authors conclude:

...[bankruptcy law] is the institution that constitutes the legal preconditions for market pressure! Indeed, bankruptcy laws are being altered so as to ameliorate the market pressures that distressed corporations face. This does not invalidate the idea of institutional efficiency, but it casts doubt on the idea that market pressures drive institutions in the direction of ever-greater efficiency. (ibid. 119–120)

Similarly, a family pattern complementary to a free-market economy might be one that provides resources of emotional support and maintenance of the worker to offset the rigours and insecurities of the labour market (Parsons and Bales 1955). Whitley (2005) talks of how in the Netherlands the links between the corporate governance system, state policies, and the organization of business groups are so strong as to outweigh the relatively arm’s-length bank–firm relationships. He also points out (ibid.) how there are likely to be contradictions between dominant institutional arrangements with respect to firm governance, strategies, authority sharing, and employer–employee commitments, these contradictions giving managers the chance to develop idiosyncratic strategies and capabilities.

To turn to an institution of a very different kind, Renate Mayntz (2004) has drawn attention to the combination of hierarchy and network as modes of governance within terrorist organizations. These were not ‘designed’ as complements to each other, but coexist as coincidental diversity. In a hostile environment the capacity to switch from one to the other becomes a complementarity. This is typical of the unpredictable and non-designed character of complementarity in institutions. A difference becomes a complementarity when it ‘works’. But this requires specification of a goal; for terrorist organizations trying to survive under pressure, goals are clear. But one of the ways in which normal life differs from terrorist organizations is that it has multiple, contested and uncertain goals.

These, and many other examples, all take the basic form: $X = y + z$, where $X$ is the whole and $y$, $z$ the component parts. In terms of institutional design, if we know what $X$ is, and already have $y$, then we would seek to complete our institution by finding a component that had the characteristics of $X–y$. So, in the Jack Sprat example, if our objective is a clean platter, we know that the food on it constitutes lean meat and fat, and we already have an eater of lean meat, then we know that the complement we seek must be an eater of fat.
In complex institutional analysis, however, it is often very difficult to specify what would constitute a whole, and therefore not easy to specify what would be complementary components of it. As in all sciences that have (complementary!) empirical and theoretical components, there is a constant interaction between theoretical ideas and empirical observation. The former cannot develop purely deductively, as they might in mathematics, but repeatedly feed on knowledge of facts. In the various examples cited above, the case of liberalism and democracy comes closest to being purely deductive, as one does not need much empirical evidence in order to discern a distinction, and possible conflict, between group and individual interests. However, to turn to another of the examples, it is not possible to work out in theory the sum total of needs to which social services might respond, in order to establish which of the specified totality are served by statutory and which by voluntary services. One starts with the observation that these services tend to serve different needs, and then develops a theory that the two are therefore complementary. The other studies cited come part way between the two: the authors have some ideas of how the coexistence of two apparently contradictory institutions can be explained, but they depend on their research to show exactly how the complementarity seems to work. Having done so, they can refine the theory.

In the cases cited here, the authors do not go beyond presentation of the relationship they have discovered, and some do not actually use the concept of complementarity. But for many scholars identification of these relationships has raised the possibility of specifying systematic links, to the extent that we might develop a body of knowledge of which combinations of institutions are likely to be successful, and to seek ‘necessary’ complementarities among social structures. This raises a number of methodological and theoretical problems. These will be addressed below, but we must first consider the other uses of the term, as similar objections apply to them.

**Complementarity as Similarity**

Although the everyday meaning of complementarity implies contrasts and differences in the constitution of elements deemed to be involved, these differences are clearly nested in certain kinds of similarity, or they would not ‘fit’. To revert to one of the mathematical examples, the two hemispheres that together form a sphere contrast, in that, in order to make the sphere, they have to face different directions. But they are both hemispheres; it would not work if one were a cube. Some studies of...
complementarity stress the idea of similarity embedded in the idea, and either explicitly or implicitly reject the idea of contradiction and difference.

For example, Amable used the concept to support the assumption that national systems must possess an overall internal congruence, or else different components will give contradictory signals to agents (Amable 2000: 6, 57). The same applies to Whitley (2005), when he defines complementarity as the degree to which social institutions encourage similar kinds of economic actors to behave in similar ways and reinforce each other’s effects. This refers to situations where the existence of one institution provokes that of another, which in turn strengthens the first, and so on. The idea of difference and contrast has disappeared here. Later, Amable (2005: 372) was to consider that complementarity should not be reduced to similarity (or what he calls ‘isomorphism’). By adopting the economist’s approach to complementarity (vide infra) he was able to use the concept in a way that can include both similarities and differences.

The logic of similarity has been strongly asserted by Goodin et al. (1999: 6) in a study of different kinds of welfare regime:

These clusters [of different forms of welfare capitalism] . . . represent intellectually and pragmatically unified packages of programmes and policies, values and institutions. It is between these whole packages—these welfare regimes as a whole—the social engineers are obliged to choose. It is the performance of these welfare regimes, taken as a whole, that we ought to try to compare.

For Hall (1999), similarity emerges from the way in which a given set of national, regional, or sectoral institutions tends to create equilibrium forms of firm behaviour, combined with a broader set of factors that include the presence of specific public policies, social coalitions, and socio-economic conditions. Hall and Gingerich (2004) take this further to argue that systems mixing institutions of different fundamental types will under-perform pure types. In other words, pedigree dogs will out-perform mongrels. Their theoretical argument is supported by impressive quantitative evidence on national economic performances. It belongs in the class of ‘U-curve’ theories which, disconcertingly for most policymakers, predict that extreme cases will out-perform compromises and hybrids. As Hay (2002) has pointed out, having derived theoretical reasons for producing a set of types, authors tend to regard as somehow ‘incoherent’ those cases whose histories have happened not to place them in the theorist’s boxes. He cites the instance of Garrett (2000), who, having set up Scandinavia and the so-called Anglo-Saxon model as his theoretically ‘pure’ cases of different forms of welfare state and political economy has to insist that Germany and the Netherlands are ‘incoherent’.

The idea of Wahlverwandschaft (elective affinity), 7 is often used to describe this process whereby institutions across many different parts of a society find some kind we know the identity of the whole to which the parts contribute. This might be obvious from the context, but it might also raise problems of functionalism, which will be discussed later in this chapter.

7 Max Weber was the first to use this concept in social science. It originated from eighteenth-century German chemistry, where it was used to describe the process by which certain elements seemed to be
of intellectual fit together, mainly through cognitive processes and social learning (Powell and DiMaggio 1991: 63–82). Both formal and informal sources, regulation and cultural cognitive processes might induce this isomorphism. Kitschelt et al. (1999b: 3), for example, see Wahlverwandschaft linking types of production regime, patterns of socio-economic inequality and protection through welfare states, and the constitution of corporate political actors in parties and interest groups. Whitley (1997) does not use the term elective affinity, but describes the same phenomenon, when he argues that patterns link the training system and the role of employers and workers’ organizations in running it, the academic stratification of the labour market, the strengths and policies of the state concerning the integration of the pre-industrial training system, the extent to which owners are locked into the fate of the firms into which they invest, their trust in the formal institutions governing property rights and other economic issues, and systemic trust in general, which is in turn linked to types of financial markets, and the nature and form of legitimation of authority relations.

For Hall and Soskice (2001b), the political system in a liberal market economy, being located in a system where markets are strong, should also function like a market, with a large number of actors pursuing their goals in a system which achieves balance through the sheer number of transactions, and the incapacity of any one group to dominate. This is pure isomorphism with no subtle balances of contrast. As Hall and Soskice (ibid: 17–21) put it, particular institutions develop similar capacities in neighbouring spheres, such as corporate governance, vocational training, and collective bargaining. Such assumptions have, for example, enabled proponents of neo-liberal labour market reform in Europe to argue that intensified product-market competition will be a spur to such reform because, if firms are competing intensively in product markets, they will find it difficult to cooperate in labour markets (Blanchard 2004). But often authors achieve their generalizations about such links by looking at a few components of an institution and falsely assuming that all others are isomorphic with it. For example, in examining types of welfare state, Goodin et al. (1999), in the study quoted above, consider only their tax transfer aspects. As a result they are not required to confront such apparent anomalies as the major role of public investment and public institutions in the US education system, or the universalist national health service that still endures in the UK.

If we set the findings of these studies alongside those cited earlier, which showed the role of the first, opposed, meaning of complementarity, we are presented with a problem: theory-builders, rather than recognize the coexistence of the two opposed processes, will move between opposite logics—similarity and complementarity—as makes theory seem more convincing; presenting an overall account which looks plausible but which is not vulnerable to counter-factual test.

attracted to each other. It was then used by Goethe to describe certain forms of romantic attachments—though here there is a subtle mix between elements of similarity and contrast that tends to elude scientific inquiry. See Crouch (2005: 48–50.)
There is an approach to complementarity that is able to incorporate elements of both similarity and difference without recourse to such ruses, and that is to apply the term analogously to its use in economic theory.

**Complementarity in the Economist’s Sense**

Economists see complementarity as part of the production function, defining it clearly in terms of two goods, a fall in the price of one of which will lead to a rise in the demand for the other. Elsewhere (Crouch 2005: 52–3), I have used the example of how a rise in demand for the flour used in making pizza might lead to a rise in the price of tomatoes. Bacon and eggs are also often cited as instances of products related in this way.

Aoki (1994, 2000, 2001), an institutional economist, was probably the first systematically to extend this concept to institutions, defining institutions as complementary when the enhancement of one would assist provision of the other. To grasp this concept, one has to imagine a kind of market for institutions, such that if one of them grows, there will be an increased demand for those that help to sustain it. Aoki’s initial point of reference was the various institutions that seem to go together to constitute the ensemble of the Japanese economy. He was thinking in particular of the way in which contingent company monitoring by main banks of large firms was complementary to the team-oriented lifetime employment system of those firms. Team-oriented production is difficult to monitor, as individuals’ performance is not assessed. However, the lifetime employment system that used to be dominant in Japan meant that it was very difficult for employees to find a job in a new firm; as a result employees feared the liquidation of their firm and had a strong incentive themselves to ensure that no one’s performance was putting its viability at risk. The risk of liquidation would appear if the firm’s main bank started to enquire in detail into its performance; but it would carry out such enquiries only if the firm were performing poorly. Provided employees and managers collaborated on ensuring good overall performance, they need not fear that this would happen. A cluster of features of the institutions surrounding the Japanese firm therefore reinforced a particular pattern of behaviour. If something were to change—say a shift to a short-term shareholder system of ownership, which to a limited extent did start to occur during the 1990s (Dore 2000; Jackson 2001)—the whole network of incentives would change, and different institutions would be needed to ensure economic success.

One has here all the elements of a complementarity approach. Different institutions are brought together, not because they remedy deficiencies in each other (as in the Jack Sprat form), nor because they embody some kind of similarity or affinity, but because when they occur together they produce a stable model that is mutually reinforcing.

Amable, Ernst, and Palombarini (2005) have formalized the theory behind this approach, taking the example of Aoki’s hypothesized relationship between different
types of corporate finance and systems of industrial relations, but not limiting its
application to Japan. Drawing on the firm-centred approach of Hall and Soskice
(2001a), their analysis of long-term and short-term oriented financial systems, and
Crouch’s (1993) analysis of western European industrial relations systems, they use
game theory to show that in systems of long-term, ‘patient’ capital, managers and
unions alike will prefer strong, coordinated systems of industrial relations, as they
can take the long-term viability of the firm for granted. Where capital has short-term
horizons, the identity of a firm is vulnerable to rapid change; neither managers nor
unions will adopt a long-term approach to the firm, and the former has an incentive
to ensure that unions are weak.8

This approach is pregnant with possibilities for comparative institutionalists, as it
holds out the same promise as embodied in the first, everyday meaning of comple-
mentarity, but without the requirement of finding a way in which the components
somehow remedy deficiencies in each other. There might be complementarity in this
sense, but there might also be elements of similarity, isomorphism, or the subtle mix
of true elective affinity. One requires a theoretical expectation that two institutions
are likely to be found together, supported by empirical evidence of an association. It
then becomes in principle possible to build up a strong edifice of knowledge about
systematic associations between different types of institution, ultimately enabling us
to identify a limited number of types of society, as the shapes or Gestalten formed by
these associations that come together in a limited number of typical ensembles. It
then becomes possible to predict the overall pattern of institutions likely to be found
in a society on the basis of knowledge of just one or two. Even more ambitiously, it
may be possible to predict which ensembles will be associated with superior eco-
nomic performance. This latter has long been an aspiration of institutional analysts,
enabling them to rival the economic forecasting claims of economists. Unfortunately
social scientific knowledge is rarely sufficiently advanced for us to make the ex ante
predictions on this base that should in principle be possible; we usually have to make
do with ex post reasoning about some empirical observations.

Amable (2003) used it to derive a typology of forms of capitalism, based on a wide
range of quantitative data and a large number of cases. Deeg (2005) used the concept
of ‘coherence’ rather than complementarity in his study of the components of
national business systems, but his intentions are similar (if more cautious). As will
be discussed in more detail below, various authors of the régulationiste school have
used it, together with the almost conflicting idea of institutional hierarchy, to
develop typologies of different types of capitalism over time and space.

If the idea of complementary associations among institutions that make for
economic success can be established, it should also be possible to identify ‘bad’
matches, of where one institution exists but not the partner institutions that are
known to be complementary to it. The most systematic and explicit study of this

8 Amable et al. could also have made use of the fact that in coordinated industrial relations systems,
the firm is not the basic unit, but the industry or sector. Unions at least are required to believe only
in the long-term viability of the industry, not so much an individual firm.
kind to date has been Hall and Gingerich’s (2004) account of the association among various components of corporate governance and industrial relations. This showed a negative association between economic success and countries with mixed institutional patterns. However, Kenworthy (2006) used the same data to explore a more inclusive set of variables, reaching very different conclusions. Campbell and Pedersen (2007) took his arguments further to explore the case of Denmark, demonstrating superior performance possibilities in certain forms of institutional ‘hybrid’.

To date, research of this kind has focused on a relatively narrow range of institutions and national cases, considerably narrower than those where complementarity in the first sense has been used or implied. There has been a particular concentration on the relationship between financial systems and corporate governance on the one hand and industrial relations and other labour issues on the other (Aoki’s starting point), and on comparisons between Germany and the USA/UK in particular. Other, more isolated, topics have however concerned the relationship between scientific and economic organisation (Whitley 2006), social capital, and economic performance in central and eastern Europe (Haerpfer, Wallace, and Raiser 2005).

PROBLEMS WITH COMPLEMENTARITY STUDIES

There are a number of difficulties with using the idea of complementarity in research on institutions. Some apply to all three of the approaches discussed here, others to only one or two of them. These now need to be addressed.

Defining survival and success

Complementarity research tends to make much use of the idea of the ‘success’ of institutions. This is not simple. Societies and economies do not have aims or goals; an external observer can impose such on them, and evaluate the relative success of their different institutions at achieving economic growth, or quality of life, or social equality, or anything else in which the observers are interested and for which they can construct more or less plausible indicators. But these are external impositions of the observer, and we have no idea how these might relate to some idea of evolutionary success.9

Amable, Ernst, and Palombarini (2005: 313) suggest that success may have two meanings in complementarity research. It is often associated with the idea of economic success (Amable 2003; Hall and Soskice 2001a), but, as in evolutionary theory, success for a pattern of institutions might mean mere survival and resistance

9 See Quack and Morgan (2000) for a good discussion of the endogenous definition of ‘performance’.
to change. Indeed, Amable (2005: 372) suggests as a means of operationalizing the idea of success in this sense ‘that two institutions are compatible if their coexistence does not set in motion a process of change’. But the most successful institutions are those that embody within their structure a capacity to change, though we have not yet advanced far in our study of how these processes relate to complementarity (Deeg 2007). This then raises the question that, if conditions change, successful complementarity in this sense might mean inability to adapt to change. In evolutionary theory, this is similar to the difference between species that successfully adapt to a particular environment, and those that develop a capacity to change environments.

There is then the problem that biological evolution takes place with very large numbers of cases over very long periods of time. Studying a few countries over three or four decades does not provide this. Here institutional analysts seem to be able to take advantage of a functional equivalent for a large number of iterations: the role of social actors in being able to perceive successful associations and to work at them, short-cutting as it were the market or evolutionary process. The market and evolution are blind processes, operating without purposeful intervention, which is why they require such large numbers of cases to sort out relative efficiency. However, while this solves one problem, where the economic analogy of complementarity is concerned it opens the door to that already discussed of the conscious creation of some human institutions.

These problems do not mean that it is inappropriate or wrong to use the idea of complementarity, but that institutional analysts should be careful to specify clearly what they are claiming and its limitations, and to be aware, when they use the analogy of the economics version of the concept, of when the conditions of that analogy do not apply to their case.

Problems of the economics analogy

Next, and with particular reference to extensions of the economist’s use of the term, we must note certain changes in the claims made for it as it moves from the original to the extended application. To return to the pizza ingredients illustration, economists do not claim, on the basis of their empirical observations, that the combination of flour and tomatoes will be more ‘successful’ than other uses of tomatoes, or that if eggs are eaten with something other than bacon the diner will have an unpleasant experience. All they would want to claim is that there is something successful in these associations, otherwise they would not persist. The economic theory of complementarity has nothing to say about the quality of the associations it finds. In some cases, as with pizza or eggs and bacon, they are purely the results of human tastes, and dependent on the continuity of those tastes for survival. (A rise in tomato allergies would lead to a rise in demand for pizza bianca, a pizza made without tomatoes, breaking the complementarity.) Other complementarities observed by economists are more functional, such as the demand for nuts and bolts; though technical change
producing the boltless nut would change that association too. Complementarities are
highly contingent on a variety of different causes of the association.

Institutional theorists need to be similarly cautious in their claims, but they tend
not to be. They frequently wish to draw conclusions about which combinations of
institutions are more or less ‘successful’, and often want to account for different levels
of national economic success in terms of whether or not a country’s combination of
economic institutions is acting complementarily or not. This may be stretching the
knowledge conveyed by the observation that two institutions are complementary in a
number of cases further than it can go. Also, as Hüpner (2005: 340) points out:
‘identification of complementarity cannot tell us anything about directions of cau-
sality’. For example, to take the most cited case: do certain patterns of corporate
governance ‘cause’ (in the sense of make possible) certain kinds of industrial rela-
tions? Is it vice versa? Or are both produced by something else—like the interests of
an elite? Without some knowledge of this, it would be difficult to give policy advice
about institutional change.

Second, institutionalists must also remember that if they are using economics
analogies, they are using the concept of a market. Associations between the demand
for one product and another emerge out of very large numbers of transactions,
repeated over time: it needs rather more than thirty people eating bacon and eggs
to make these into complementary goods. The market for institutions does not
have this character of a mass of transactions. Research on the advanced economies
of the world is unlikely to have more than thirty-two cases (the number of current
member states of the Organisation for Economic Cooperation and Development),
and in practice often features considerably fewer. This is not enough to make
confident claims about the strength of associations. What we observe may be little
more than coincidence, combined with some direct imitation. Also, unlike an
economic market, transactions in the market for institutions are not repeated
many times; once institutions have been set on a path, they are likely to remain
on it for a long time.

This also applies to the related idea of an association between institutions being the
result of an evolutionary process. Evolution and the market share the characteristic of
having very large numbers of iterations, all slightly different, some of which turn out to
have survival value, others of which do not. Complementary institutions are often
depicted as those that have survived, while many others will have failed, indicating that
the complementary ones are successful. However, as Knight has argued (2001: 37):

for economic institutions competitive selection can often be invoked as the primary causal
mechanism, because markets with vast numbers of transactions are assumed; but for institutions
the numbers of cases and actors are too small to be considered to constitute a market, the

10 There are however important limits to the association between the market and evolution,
particularly in relation to the nature of ‘survival’ in the two processes. People often talk of market
competition as a ‘Darwinian’ struggle for survival, but Darwin’s model of evolutionary survival does not
necessarily imply a head-to-head conflict between different species or species forms.
fundamental market condition of anonymity is not respected, and the intentions of actors can [at
least to a certain extent] therefore serve as the basis for explanations of change.11

We therefore need to watch closely if political institutional theories make use of
arguments concerning evolution through competition that they cannot sustain.

Closely related to this is the point that has been very well demonstrated by Höpner
(2005): direct human agency may select two institutions, not through a mass of choices
in a market, but through a small number of strategic decisions by powerful elites. He
argues that this does not constitute complementarity in the economists’ market-based
meaning of the term. This is so for two reasons. First, the elites might make mistakes
when they establish a certain pattern of institutions. Given the difficulty of making
changes in institutions once they have been established, they may persist despite not
being particularly successful. Other actors may over time take a number of measures
that will ensure that the connection does work, without changing the observable
institutional form. They do this either because it is too difficult to make major
institutional change, or because the elite will not let them try. To an outside observer
the two institutions are succeeding well alongside each other, but in practice it is a series
of informal practices that makes the ensemble succeed. This is a finding very familiar to
the sociology of organizations, where, for example, what at first sight appears to be a
well-functioning bureaucracy in reality works well only because employees subvert rigid
formal structures with their own informal work practices. Such things can be discovered
only in intensive case studies, which unfortunately rank low in the hierarchy of social
science research methods in comparison with large quantitative studies that make use of
straightforward indicators, which are usually based on formal attributes of institutions
alone. Important theoretical issues concerning how institutions actually function are
concealed by this problem of a distorted choice of methodology.

Further, the elites may not be wholly innocent in their institution construction, but
may seek to extract certain gains for themselves in the way that things are organized.
Again, people trying to make the institutions work will have to leave the structure in
place, because powerful elites draw their rents from it, but may find invisible, informal
ways round it. Complementarity theorists have a tendency to ignore issues of the
pursuit of interests and conflicts between interests in their study of institutions.

The problem of functionalism

Höpner’s second argument takes in a problem with all uses of complementarity in
institutional analysis: its tendency towards functionalism, explaining the existence of
institutions in terms of their outcomes rather than their initial causes. Separate from,
though often appearing alongside, such a tendency is adoption of the ‘innocent’ view
that institution-creators seek generally desirable outcomes rather than special
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11 Knight has political institutions particularly in mind, but the point is capable of extension to
national economies as institutional forms, the principal institutions involved in complementarity
studies.
privileges for themselves. The two become related in that accounts which explain institutions in terms of their contribution to solving various problems—the outcome of which is a functionalist account—tend also to describe the roles of leading actors as motivated solely by attempts to solve the problems concerned.

Complementarity theory is vulnerable to taking these paths because of the need to specify a whole and to account for components in terms of their contribution to its maintenance. However, the problem can be avoided, and some complementarity theorists have been aware of it and have built the possibility of conflict, contradiction, and various possibilities of upheaval and inefficiency into their models. To do this one needs to speak from a more general theory of institutions and how they work, going beyond the complementarity theme; otherwise the concept is likely to collapse into so many exceptions that it has no meaning.

Indeed, how do we know whether two institutions are ‘complementary’ or ‘contradictory’? We might say that they are the former when the consequences of the combination are benign, and the latter when they are malign. Sometimes that will be clear enough, but the relationship will change over time, and evaluation of it may vary with different social interests. For example, for several years increasing mortgage and credit card debt and the development of derivatives markets in the British and US economies were highly complementary. The debts enabled consumers on moderate incomes to buy many goods and services that they would otherwise have not been able to afford, while the derivatives markets traded the debt. Eventually however the relationship became over-strained, leading almost to a collapse of the financial system (see Engelen and Konings, this volume, for a detailed discussion). What had at one time seemed a benign relationship now appeared as a toxic mix. However, from the point of view of many people working in the financial sector, the arrangements had been extremely profitable. From what perspective can we gain a view of a ‘whole’, the impact on which various institutional combinations can be seen as positive or negative? Similarly, many authors have argued that emerging contradictions between institutions can serve as catalysts for change, the grit in the oyster that makes the pearl. But how are we to know whether such change should be evaluated positively or negatively without a concept of what constitutes the ‘good of the whole’, especially when the change might also alter what we regard as the whole. For example, globalization is a process of change that makes it increasingly difficult to view the nation-state as an individual whole.

It is therefore not surprising that the authors who have made perhaps the most convincing use of this kind of approach have been the French régulationiste school (e.g. Boyer 2000, Boyer and Saillard 1995), as they start from a strong general theoretical position. Starting originally from Marxist theory, with a rather rigid approach to how different systems of production succeeded each other historically, they have recently produced nuanced studies in which complementarity vies with hierarchy (seen as the imposition of institutional forms by higher levels on to lower ones, not necessarily producing the most functionally efficient outcomes). This also enables them to see institutions co-evolving through trial and error, with mutual
adjustment until they are ‘made’ compatible with each other—not necessarily by
top-down elite action, but by institutional entrepreneurs at various levels.

This remains vulnerable to Höpner’s objections (discussed above) to mixing
accounts based on strategic action with those using the idea of a market, but it
helpfully widens the range of potential combinations that retrospectively seem to
constitute complementarities. For example, Streeck (2005: 364) has pointed out that
certain combinations of financial regime and forms of industrial relations that
writers have deemed to be impossible because not complementary on the basis of
German experience have actually been developed by deliberate strategy of a wide
range of actors in recent years in Denmark, where they seem to have operated with
considerable effectiveness. In a different argument, but pointing to the same ends,
Streeck also points out (ibid: 364) that claims to identify complementarity must
allow for the fact that different elites and interests might dominate different institu-
tional spheres, not necessarily permitting matching institutions, and that this will be
particularly the case as internationalization affects many institutions.

Streeck and Yamamura (2001; Yamamura and Streeck 2003) find another means
of avoiding functionalism, while rescuing the complementarity idea. Elites might
establish institutions for a number of motives. However, once the institutions are in
existence, they might be used for a variety of purposes, and might indeed become
part of complementarities as other actors in the society (institutional entrepreneurs,
vide infra) start to use them. These examples might fit the economists’ concept:
through a kind of market, actors at various levels of a system look, in a non-strategic
and certainly not all-knowing way, for institutions that might fit together to solve
some problems. Gradually, repeated success at making certain links leads to a strong
association between the institutions concerned. Streeck and Yamamura use this kind
of discussion to account for various distinctive features of historical German and
Japanese capitalisms as they emerged from the late nineteenth century onwards.

Writing more generally along similar lines, Streeck (2005: 363) has pointed out
that, a high level of slack exists in most economic institutions, and institution
building is a very slow process; this reduces the likelihood that we shall find many
really tightly structured complementarities. In the language of the present discussion,
institution-building is not really a market process and is carried out in a context of
considerable lack of knowledge. This is an approach that fits very well into the
gradualist forms of institutional theory developed by Campbell (2004) and Crouch
(2005) in their adaptation and extension of Levi-Strauss’s concept of bricolage, where
institutions are seen as being constructed and reconstructed as different actors search
around among the bits of institutions that surround them and try to fashion them
into somewhat new shapes. Similar points emerge from studies by Streeck and
Thelen (2005), Thelen (2002) and Ebbinghaus and Manow (2001) of the ways in
which major institutional changes might emerge through ‘layering’ and branching,
with major changes emerging slowly out of successions of minor adjustments.

This again introduces into the argument the problematic role of human agency in
complementarity, in the form of institutional entrepreneurs. Entrepreneurs are people
(or groups) who innovate by making new combinations of things to make a new
product. Institutional entrepreneurs put together different institutional components in order to produce new ones. (It must also be kept in mind that they will be seeking their own ends by so doing.) They can only do this if there are institutions ‘lying around’ within their society that do not fit into an existing scheme, but which they can use to construct a new one—as envisaged in the idea of institutional bricolage.

This is important for the study of institutional change. Consistently with their tendency to functionalism, some complementarity analyses present societies as so hard-wired that it seems impossible that any change could take place in such precisely integrated structures. Indeed, as already noted, one of Amable’s (2005) definitions of successful complementarity almost seemed to require lack of change. This is probably a source of variation among societies (or parts of societies). Some may be relatively hard-wired, such that large numbers of institutions are closely linked together, and change becomes very difficult: the countries of the former Soviet bloc probably took this form, which is why change in them was so slow. But others will be more loosely wired, with not all institutions neatly integrated at any one time. However, these would emerge from some versions of complementarity theory as ‘unsuccessful’ cases at any one point in time, because their institutions do not ‘fit together’.

Höpner provides an example of this in his account of how (contrary to the expectations of more rigid theorists) the German co-determination system is finding surprising new complementarities with a more Anglo-American style of corporate governance (2005: 348; see also Jackson, Höpner, and Kurdelbusch 2005). Höpner concludes with an observation that is useful and instructive for all attempts to use the idea of complementarity in institutional research (ibid: 350):

...[I]f, in the end a complementary relationship of shareholder orientation and co-determination seems at least conceivable, must the theoretical consequence be that complementarity may be possible in any given institutional configuration? This would be misleading as not every conceivable institutional configuration is functionally promising...Elective affinities between institutions actually exist. But the interplay of shareholder orientation and co-determination in Germany shows that the range of possible complementarities may be larger than the number of already existing configurations.

**Conclusions**

In the face of these difficulties for strong complementarity theory, it is not surprising that some authors have produced a far weaker model of complementarity as merely ‘mutual effects’. Pierson (2000: 78) refers to configurations of complementary institutions as being those ‘in which the performance of each is affected by the existence of others’. This is weak in its implications, but many authors use complementarity in
this sense. We can go further, provided we remain aware of the various traps discussed above.

Identification of complementarity in the first, ‘Jack Sprat’ sense used here of institutional components that seem to coexist because they compensate for each other’s deficiencies or overemphases will always be valuable, partly because this usage of the word corresponds to its everyday meaning, and partly because such paradoxical demonstrations are fascinating in themselves. The use of complementarity as similarity is more difficult, and methodologically dubious if combined in apparently ad hoc ways with the opposing principle, but can be made to work if combined with a further underlying theory. This could be the economics meaning of complementarity, provided there are grounds for identifying a market for institutions in the context concerned. The alternative, hinted at a number of times in the above account, is to relate institutional formations to the interests of human agents—whether strategic decision-makers, or institutional entrepreneurs practising institutional bicolonage, or compromises between groups of powerful actors.

For example, the régulationiste literature was able to propose a homogenization of coherent Fordist principles across a wide range of institutions, because it was fundamentally related to Marxist theory, which in turn sustains a thesis that all the institutions of a social formation will reflect the interests of a dominant class. (There is of course considerable diversity and ambiguity in Marxist theory whether an actor-centred or a functionalist account should be given of how this domination comes to be expressed.) Esping-Andersen’s (1990) model of welfare-state formation is an example of a logic of stylized compromises between opposed social and political forces, as the designation of the types in terms of political models implies. (See also Korpi 1983 for a general formulation of this power-relations approach to social analysis; for an application aimed specifically at the study of capitalist diversity while also bringing power into a game-theoretic approach, see Amable 2003: 9–10, 46, 66–73.) It is also possible to depict the establishment of particular kinds of governance as an outcome of socio-political struggle.

Similar again is North’s (1990) account of the emergence of the Anglophone model of capitalism: a liberal but non-democratic political settlement that favoured the interests of bourgeois property owners over both aristocratic elites and the propertyless masses. Steinmo, Thelen, and Longstreth (1992); Thelen (1999); Kristensen (1997); and Streeck and Yamamura (2001) and other ‘historical institutionalists’ (Campbell and Pedersen 2001b) have similarly looked at the role of conflict and contention in the establishment of particular national sets of institutions. Teubner (2001) has drawn attention to the way in which incompatibilities between different legal principles in a complex system provide useful ‘irritants’ from which innovation can result. From a different theoretical perspective, Pierre Bourdieu also considered ‘fields’ of action as both arenas of purpose and of conflict (Bourdieu, Chamboredon, and Passeron 1973). Therefore the organizational field becomes an important source of constraints and patterns, denying simple rational choice models (Scott 2001: 140).

If we do not adopt a functionalist approach we shall want to postpone the search for such links to the empirical application of a theory rather than its initial
formulation (Streeck 2001). For example, it is possible to show how South African and Northern Irish capitalism took advantage respectively of racial and religious segregation to segment and maintain dominance over the labour force, even though such segregation in itself contradicts market principles—cases of complementarity rather than Wahlverwandtschaft. It would however be an error to move from that observation to the thesis that segregation was functionally necessary to capitalism—though South African and Irish Marxists used to make such an analysis. Capitalists were certainly able to make use of racial and religious discrimination and to bind it into their economic system, but this was the result of skilful action, not system requirements. And eventually they were able to shed their dependence on these forms of labour control when their negative features outweighed their (for them) positive ones.

The study of complementarity is primarily a study of institutional stability, especially when use is made of functionalist assumptions. However, at various points in the discussion we have encountered processes of change. Some of these have been built into the concept of complementarity itself as institutions encounter changing environments: the ‘grit in the oyster’ as complementarities become contradictions, possibly favouring endogenous change; evolution as minor bricolage changes beget further minor changes that eventually become major ones through layering and branching; trial and error experimentation; strategic design by dominant elites and institutional entrepreneurs. Others are exogenous, such as the selection of ‘superior’ institutional forms through market competition. The study of social stability set apart from change is often necessary for heuristic purposes of analysis, but it is important to remember that it is an illusion, as Deeg (2007) and Deeg and Jackson (2007) have demonstrated in comparative studies of economic institutions, distinguishing among processes at macro, meso, and micro levels. Institutions are constantly adapting and adjusting, with some minor processes having major consequences. The stability of institutions and their complementarities is the stability of the person riding a bicycle, not that of the person standing still. This chapter therefore has to be read in conjunction with the section of this book that deals with theories of institutional change.

**References**


This page intentionally left blank
CHAPTER 6

QUALITATIVE COMPARATIVE ANALYSIS OF SOCIAL SCIENCE DATA

BRUCE KOGUT

INTRODUCTION

This chapter explores two topics: comparative methods and methodological responses to contingent ‘truth’ claims of social science. Social science methodology is an iteration between a researcher and physical and social facts, to which we attach a domain of plausible logical relations. The objective of comparative research is, by this approach, to investigate truth claims across a subset of all possible worlds. For many researchers in the field of comparative social science, these worlds are inhabited by nation-states, but they could be, of course, any type of organization or collective.

The kind of truth claims that interest researchers of the study of comparative institutions is the identification of those institutions whose efficacy is universalistic or specific to a country. For example, the question does the institution of democracy

---

1 I would like to thank Glenn Morgan and Charles Ragin for their comments on an earlier draft.
lead to growth poses an inquiry into whether the condition, democracy, is sufficient to cause growth: this is the truth claim to be investigated. These causal claims are essentially qualitative insofar that the results pertain to a discrete quality, namely an institution. The methodology may be based on intensive field research or case research conducted in a library, generating rich analyses of one or a small number of cases. Often, this research falls under the rubric of ‘Small-N research’ (small number of cases). The object of this research is frequently less concerned with the finding that 10 per cent more of democracy creates .5 per cent more growth. Instead, the object is to understand if countries belonging to the category of democratic countries experience higher growth.

The word qualitative has often been reserved for case studies, but clearly an argument can be made, as King, Keohane, and Verba (1994) do, that statistical approaches are appropriate methodologies for qualitative research. There are thus two different but not exclusive ways to understand the term qualitative: a research method focused on contextual understanding of a case and a method that is concerned with differences between different ‘kinds’ of things. For purposes of clarity, we will adopt the terminology of Ragin (1987) to refer to analyses done in the spirit of small-N research as qualitative comparative analysis (QCA) and larger-N research as statistical—even though the number of countries can be deceptively similar for reasons discussed below.

The objective of comparative research to investigate the domain and validity of a truth claim faces at least four challenges. The first is that the relationship among causal factors is likely to be ‘complex’ and thus comparisons can often not fully identify the validity of a truth claim. By complex, we mean that explanatory factors interact theoretically and empirically. In the language of experimental design, main effects will not be sufficient to determine causality.

Consider an argument that claims a linear causal relationship. In the important law and finance literature on corporate governance, a claim made in the 1990s was that Anglo law leads to more developed capital markets than French law or that of any other legal system (La Porta et al. 1997). This argument states that no matter the country, the legal system will linearly influence capital market development. An argument that states the directional effect of a legal system will depend on other elements in a country is contingent and expresses a non-linear prediction. It suggests that the legal system ‘interacts’ with other institutional features in a country, such as ownership patterns. In other words, institutions are often complements of each other and their efficacy depend upon their joint presence. As a result, the comparative analysis must consider countries as ‘configurations’ of interacting institutions. This perspective has
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2 We alert the reader that complements have two meanings relevant to our discussion. One is the set theoretic definition of the complement of set X is not X (or \(1-X\)). The other is derived from the formal literature on production functions in the context of complementatory elements in a production system such that doing more of one thing increases the returns to doing more of another. See Milgrom and Roberts, 1991.
been popularized in recent years under the research umbrella of the ‘varieties of capitalism’ to which we return below.

The second challenge is the ‘limited diversity’ of cases given all possible permutations (Ragin 2000). Limited diversity is related to complexity, since the demands on data increase with complexity. To account for all possible interactions, the rule for the number of cases is $2^n$, where $n$ is the number of explanatory factors. Because it is time consuming to iterate between case and concept or because data are not easily available, it is very common in comparative research that the number of dimensions leads to a demand for cases greater than the number of observed ‘independent’ cases. Thus, causal inference cannot be made in the context of a ‘fully saturated design’, by which all possible combinations of conditions are observed.

The third challenge is that cases are in fact often not independent—a problem more troubling to qualitative designs such as QCA than to statistical approaches. The term ‘Galton’s Problem’ stems from the observation of the nineteenth-century statistician Francis Galton (1889) who observed that societies are often contaminated by diffusion and hence not independent. We cannot thus treat them as independent and fully controlled experiments. Whereas a statistical solution to this challenge is to control for this contamination, it too suffers from unobserved sources of correlation. The suspicion is frequently that the unobserved heterogeneity (i.e. the factors not explicitly treated) may be conceptually important. Not surprisingly then, efforts to treat explicitly these unobservables can lead to ‘complex’ arguments. The recent research on law and economics described above has blossomed into proposals for common language, religion, and even genetic similarities as causal factors in economic differences among countries, often without explicit rationales. But perhaps these traits are not independent, but rather the willingness of countries to adopt new institutions indicates a degree of indigenous innovation that itself is the source of economic difference. Berkowitz, Pistor, and Richard (2002), for example, argue that legal systems are frequently adopted from other countries but their efficacy depends on their proximity to national traditions. Thus, a similar legal system in two countries may have common origins but result in different financial market outcomes due to unobserved ‘interactions’ with other national features.

This last issue points to a common architecture in institutional analysis, namely its multilevel design. It is common to try to explain important social outcomes, such as the welfare state, by macro-institutions, e.g. unions or political parties. However, clearly social outcomes are also influenced by the behaviour of individuals who desire and support welfare transfers and services. These individuals may act differently depending upon whether they are in a country which has organized labour or not, a strong church or not, whether they live in a conservative or liberal village. There is thus an institutional level and an individual behavioural level. Related to multilevel settings is a specific scourge to analysis, the so-called ‘ecological fallacy’. This fallacy is expressed by the departure of results conducted at the level of aggregates (e.g. the country, region, nation-state) and those conducted at the level of individuals making up the aggregates. This problem, deeply explored by Przeworski and Teune (1970), has developed into a substantial literature on tests of ecological validity; see, for
example, King (1997). This problem is common to statistical and to qualitative comparative research, though QCA type approaches have not currently addressed this fallacy.

Each of these challenges to comparative research deserves attention. There are many more challenges of course, one of the most important being the distinction between ‘etic’ and ‘emic’ knowledge, that is knowledge known by outsiders and that known to insiders to a culture. This distinction has significant implications for the design and implementation of research strategies, e.g. the use of double translated questionnaires or reliance on bilingual experts. Oddly, since these controls are ‘dyadic’, it cannot be assumed that transitivity holds, namely that we can ‘order’ these dyadic relations to extend to triplets or higher number of societies. This violation of transitivity means that a Swahili concept translated into French and then into English will not be equivalent to the translation of Swahili to English.

For reasons of comparing QCA and statistical approaches, we focus on the four challenges and leave aside the important issue of ascertaining meaning. We concentrate on the small-N approach of Charles Ragin to causal inference in such settings. We briefly address the statistical approaches in order to highlight differences and relative points of strength and weakness. Finally, we will briefly discuss the use of simulation in future research.

CLASSICAL MODEL OF THE NINETEENTH CENTURY

Comparative analysis would be greatly facilitated if the classical experimental research design could be applied. In the teaching of research methods, we are increasingly expanding the arsenal of statistical tools. It is good to remember, though, that this arsenal is needed in many cases because experimental conditions are not met. What then are these conditions?

Claude Bernard (1865) in France and John Stuart Mill (1843) in the nineteenth century set out early statements on the experimental method which could isolate cause and effect. The simplest case is a two by two factorial design. This design asks given a disease, does a treatment X generate an outcome Y. The variable X takes on two states: the treatment is given or not given; variable Y takes also two states: the outcome is positive (the disease is eradicated) or negative. Obviously, in order to evoke causality, we have to obey Hume’s strictures on causality—treatment precedes temporally the outcome and the treatment is in spatial proximity to the outcome. In order to make an inference, we must observe cases in which the treatment is given and not given and in which the disease has variance in response. By populating all cells in the two by two table formed by evoking all possible combinations of X and Y, we generate a fully saturated design.
The advances in statistics in the late 1800s and the first half of the 1900s provided statistical methods by which to decide if X caused Y. It will prove instructive, though, to abide by the more deterministic spirit of the nineteenth century to ask if we can logically infer causality. By Mill’s method of agreement and difference, we can state clearly the conditions for logical inference, specifically in reference to necessary and sufficient conditions. Consider the question: do I observe X when I see outcome Y? This question asks whether the requirements to establish necessity are met. Or we can ask, when we see the outcome X, do we observe also Y? Here we are asking if X is sufficient for Y.

The logic of necessary and sufficient conditions is a statement about the set-theoretic relationships between cause (X) and effect (Y). A necessary condition always subsumes the set of outcomes. There are cases in which a necessary cause is present but there is no effect, but there is never a case in which the effect is present but the necessary cause is not. In other words, there is no case in which Y but not X. Sufficiency implies that the outcome also includes the set of sufficient causes. There may be cases where an outcome exists but a sufficient cause is missing, but a sufficient cause cannot be present without the presence of the outcome. In other words, there is no case in which X but not Y.

Thus a cause (X) that is sufficient or necessary for a given effect (Y) implies the following relationships:

\[
\text{X is a necessary condition}: Y \subseteq X \text{ if } Y \Rightarrow X \\
\text{X is a sufficient condition}: Y \supseteq X \text{ if } Y \Leftarrow X
\]

In the case that Y and X are subsets of each other, then we can infer that X is a necessary and sufficient cause of Y.

Mill considered the ideal comparison to be between cases that differed on one cause but shared otherwise identical traits. In current parlance, this design is called a comparison among the ‘most similar’ cases; the opposing design is the ‘greatest difference’ in which the choice of cases is motivated by seeking variance. A good example of Mill’s method is Weber’s use of ideal types—which can also be called a configuration. Weber famously argued that capitalism arose in the West due to the diffusion of a Protestant Ethic that supported savings and investment in economic activities. Consider four causes \(\{A,B,C,D\}\) and an outcome X. Let us use capital letters to indicate ‘presence’ and lower case to indicate ‘absence’. Cause D is the presence of a Protestant Ethic; outcome X is capitalism. If we observe capitalism (X) is present whenever we see ABCD but do not see capitalism when we see ABCd, then Mill concluded D is causal. Formally, we can describe this argument as ‘if ABC, then D \rightarrow X’.\(^3\)

Indeed D is causal. However, we don’t know if it is necessary or sufficient. If we think through this problem of causal reduction, we have \(3^4 - 1\) possibilities, since each cause can cause capitalism by being present (e.g. D) or by being absent (d), or it can be irrelevant (it does not matter if it is present or not). (See Ragin, 2000: 137, for an explanation.) The number one is subtracted since the case of four irrelevant causes.

\(^3\) Of course, there may be other combinations that produce capitalism (e.g. aBCd), a point to which we return below.
is not of interest. In effect, we would have to test each possibility. In the case of an argument testing four causes, we would need to test 80 distinct cases—this would in essence be the power set of the four factors that can take one of three values. Weber only looked at a handful of countries or regions: the West, China, India, and Judaism (the latter unfinished). The paucity of cases given the multiplicity of causes is a common feature of comparative research.

Using implicitly Mill’s method, Weber avoided this problem by creating an ideal type in which causes A, B, and C were present in all cases, such that only variations in D (ethic) could matter. This approach is then very much in the spirit of a ‘controlled experiment’ in which the controls are held fixed. Weber’s method is then a very sparse form of the experimental method factorial design. Given the controlled sample, the truth table consists of one treatment, religious values, and thus there are 2 combinatorial possibilities \(2^1\); of course, there is always also the null case that it simply doesn’t matter to the outcome. There is a difference between ‘not Protestant’ as a cause for capitalism compared to ‘it doesn’t matter if Protestant or not’.

Let’s say we loosen up the controls and add one of them, say agricultural surplus or A, to the causal factors. We now have a \(2^2\) combinatorial set: \{AD\}, \{Ad\}, \{aD\} and \{ad\}. For each combination, we determine the outcome of savings and investments being present or absent. By logical inference, or statistical analysis, we can make an assessment of the causal claims. Of course, this procedure becomes more complicated when the number of factors increased. Accordingly, Weber’s use of ideal types was to choose one combination and then vary one factor to see if it held. Thus, the Chinese had agricultural surplus but they did not have values to promote savings (rather they tended towards acquisitions of landed estates to mimic the amateur functionary).

For Weber, this strategy worked well, but in fact it left open the question could capitalism be created if there was no Protestant Ethic and no agricultural surplus. From an empirical perspective, the data given to us for social science research rarely are sufficient to establish this justification of just one factor varying—which might explain why Weber’s magnificent study falls in and out of favour. We obviously can do better, and here, with the assistance of another nineteenth-century philosopher, George Boole, Charles Ragin introduced a powerful set of tools by which to explore multiple causation.

**Charles Ragin and Multiple Conjunctural Analysis: Configurations**

We have seen so far that when the number of causal candidates (factors) become large and the ideal type is not defensible to fix all their values save one, Weber’s method fails. In many ways, the reasoning of the nineteenth century was to find,
deterministically, the necessary cause for an event. The twentieth century grew, however, increasingly at home with inherent uncertainty and multiple causes. Thus, the paramount nineteenth-century social science, economics, began to deviate from unique equilibrium to considerations of multiple equilibria; all social sciences began to consider ‘non-ergodic’ processes characterized by path dependence.

Whereas sometimes the weak of heart fell back upon old ways—such as the law and economics tradition in corporate governance discussed earlier, powerful concepts, such as complementarities, became more formal and the basis for multiple causal configurations. Another way to understand complementarities is to recall Robert Merton’s (1957) concept of ‘functional equivalence’ whereby an outcome can be achieved by different factors, sometimes in conjunction with other causal combinations. In the famous example of the anthropological study of Malinowski, the father did not play the Freudian authority figure in the primitive society under study; rather the uncle did. The relevance of this observation to complementarities is that it is possible that two distinct combinations of factors can nevertheless produce similar outcomes.

In a landmark book (1987), Charles Ragin proposed a research methodology called qualitative comparative analysis (QCA) that provided a clear and simple foundation to these ideas of complementarities and multiple causation arising in subsequent work. Elaborated in subsequent books, his methodology consisted of a few steps:

1. The researcher should have deep knowledge of the case material and be willing to engage in a dialogue between this knowledge and the logical inferences.
2. Theory should dictate the choice of cases and variables, and substantive knowledge should guide their binary (0,1) coding or what we early signified through the use of capital and lower case letters. (Later, values lying on the open line between 0 and 1 would be considered using a fuzzy set method.)
3. Truth tables should be built that provide a census of all possible cases and the cells of this table should be populated by what the researcher has been able to observe. Often, the table will not be fully populated, indicating a less than fully saturated experimental design—a condition Ragin called ‘limited diversity’.
4. Logical contradictions indicate the presence of ‘unobserved’ variables and theorizing should be expanded to identify and to include these variables.
5. The truth tables should be tested by the application of Boolean operators for necessary and sufficient conjunctural causality given the available data, resulting in a set of possible causal combinations.
6. The ‘limited diversity’ of cases relative to the set of all possible causes may lead to undesirable complexity in the analysis and thus the set of inferred causes should be further reduced by the use of parsimonious ‘simplifying assumptions’.
7. The results can be compared to the initial hypotheses to determine if they are logically equivalent.
8. The robustness of the results can be checked against counterfactuals.
9. The results can be used to inform the initial substantive reasoning and may lead to new understanding of the primary case material. Thus there is a dialogue between etic and emic interpretations.
Let’s consider the data analysed by Ragin and John Sonnett, reported in Table 6.1. These data follow from a theory that a generous welfare state is caused by the conjunction of two causes, strong unions and strong left parties. Since the table already shows a selection of variables, the data have already passed step 1. Step 2 is the hypothesis, or truth claim, to be investigated. Using our earlier script, we hypothesize that $U \land P \Rightarrow W$. We would like to test this proposition against the data we have. Since we have $2^2$ combinations, the truth table lists four combinatorial possibilities, with one combination unobserved. To say that the combination of strong unions and strong left parties causes generous welfare states is logically equivalent to stating that their intersection is causally associated with a particular truth condition. By intersection, we mean that strong unions ‘AND’ strong left parties must be jointly present to cause the generous welfare state. This causal conjunction is an example of a ‘configuration’ and we can say that this configuration is sufficient to cause the outcome. There may be another causal configuration and thus causality may be multiple. If it were the case that strong unions ‘OR’ strong left parties cause separately generous welfare states, we would denote this by $U \lor P \Rightarrow W$.

This stylization may seem counterintuitive but it is consistent with Boolean algebra. Under Boolean algebra, we would write $U \land P \Rightarrow W$ as $1 \times 1 = 1$ and $U \lor P = W$ as $1 + 1 = 1$. This algebra becomes very useful in sorting out causality through a process of minimizing the causal possibilities to the fewest possible.

Boolean minimization relies upon two principal operations:

- **Absorption**: $U \lor UP = U$
- **Reduction**: $UP + Up = U(\overline{P} + \overline{p}) = U(1) = U$

The second operation is derived directly from the distributive and complement laws of Boolean algebra. The first operation derives from the laws of subset. If $UP$ is the intersection of the sets $U$ and $P$, then this intersection must be equal to, or be a subset of, $U$.

We should choose cases then that fully ‘saturate’ the four logical possibilities. The cases chosen should conform to type of random draw to assure independence. If they share a feature (perhaps due to a Galton-like previous diffusion of a common

<table>
<thead>
<tr>
<th>Table 6.1: Truth table: Ragin and Sonnett data on the welfare state</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strong Unions (U)</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

Consider a theory that says strong unions and left-wing parties cause generous welfare states. There are $2^2 = 4$ possibilities; we observe only 3.
institution), then a variable should be added that controls for this effect. An easy way to violate this rule is to choose one country for two cases, thinking that Russia of 1905 is different than Russia of 1917 (see the discussion in Ragin 1987: 38, of this point). A recent study in globalization chose Argentina at two different points of time as comparison. In this case, independence is most assuredly violated and given the multiplicity of contamination (after all, Argentina in 2000 is conditional on Argentina 1990), the comparison is bound to be troubled. An exception may be if the theory concerns social development or economic growth; below, we give an example how to treat this problem.

By step 3, we are now ready to organize our cases into a truth table (as in Table 6.1). There are missing observations on one causal combination and thus there is limited diversity; the choice of cases has not saturated all possibilities. The good news is, under step 4, that there are no logical contradictions: for all cases assigned to a logical possibility, their causal configurations always predict the same outcome. Thus we do not need to consider, on this basis, other factors to resolve the contradiction.

Step 5 is the application of these two rules to the truth table we assemble. In the case of Figure 6.1, it is easy to see that minimization results in the conjunction of UP as the sufficient and unique configuration that causes the welfare state. Whereas this reduction appears as pretty obvious in this simple case, the utility of these operators (which are really algorithms) can be surely appreciated if the number of factors are many; 5 factors has $2^5 = 32$ possibilities in the truth table and $3^5 - 1 = 242$ possible causal solutions.

Figure 6.1: Causal tree: illustrating the effect of limited diversity on causal inference

Solutions: $11 = U \cdot L = $ Generous welfare state
$-0 = 1 = $ not-generous state

*Means interaction or complements; + means separate configurations
Lower case means = 0 or absence of the factor (e.g. not left-wing party)
In this case, the result is so simple, we don’t need to worry about step 6 and simplifying assumptions. This step is very close to the counterfactual discussed later in any event. It is easy to see that the logical inference supports exactly the hypothesis, so that by step 7, we can claim perfect consistency between the data and the hypothesis. This is jolly good and we could end right here and claim victory. We have achieved an important result. The results indicate that strong unions and strong left parties are complementary, i.e. both must be jointly present to cause a generous welfare state. When one is present and the other is not, we do not observe the welfare state; when both are missing, we do not observe the outcome. Thus there is no single cause; causality is conjunctural. The unique configuration is then UP, conforming to the theory.

**Counterfactuals**

Step 8 is the investigation of counterfactuals, which is one of the most interesting subjects to ‘re-emerge’ in recent years. The great David Hume erred in stating first his famous definition of causation and then overlooking the distinction posed by a counterfactual when he wrote: ‘We may define a cause to be “an object followed by another, and where all the objects, similar to the first, are followed by objects similar to the second”. Or, in other words, “where, if the first object had not been, the second never had existed”.’ (1748, section VII; cited in Menzies 2008.). One can understand why it took more than two centuries before logicians and social science turned again seriously to counterfactuals, for if empirical observation no longer serves, by definition, to limit the set of possible counterfactual antecedents, then how could the problem then be bounded? Then anything might serve as a counterfactual.

Here, the philosopher David Lewis provides a helpful analysis that lies at the heart of current counterfactual methodologies. He starts off his book on *Counterfactuals* by this example: ‘“If kangaroos had no tails, they would topple over” seems to me to mean something like this: in any possible state of affairs in which kangaroos have no tails, and which resembles our actual state of affairs as much as kangaroos have no tails permits it to, the kangaroos topple over’ (Lewis 1973: 1). A counterfactual then is a case, or possible world, similar to actuality but differing in important details. This condition is surprisingly close to Mill’s method of choosing the ‘most similar’ cases discussed earlier. A possible world is defined by its ‘comparative similarity’ to the actual world. A possible world is said to be ‘closer to actuality’ than another if the first better matches the actual world (Menzies 2008).

Thus, Weber’s method is a kind of counterfactual reasoning, though grounded on observable worlds. If the ideal type exists in many countries except for variance in one feature (Protestant Ethic), a counterfactual test is to ask, does capitalism prevail when all relevant causal conditions are present save the presence of a Protestant
Ethic. Weber did not satisfy himself by the evidence that the West conforms to his theory; he showed counterfactually that the prediction fails to be obtained when the Protestant Ethic is not present. In this sense, a counterfactual is a type of ‘robustness’ test. The theoretical claim is confirmed when counterfactuals do not produce the relevant result.

A more radical use of the concept of counterfactual is to make use indeed of possible worlds that are not observable. The concept of a counterfactual has an interesting role to play in relation to the problem of limited diversity that Ragin (2000) emphasizes. Limited diversity is the incompleteness of our observations on all possible combinations, due either to incomplete data collection or to the absence of such experiments in the world. We have seen already that Figure 6.1 presents an incomplete truth table showing limited diversity and yet we were able to make a causal inference.

We might wonder if the result is really robust and thus we might be troubled by that missing observation on causal combination 4. If we believed that history optimizes, we might treat this combination as inefficient. If the outcome variable were economic growth, this belief might then justify that we assign causal outcome a value of 0—for such inefficient outcomes might be eliminated by learning or selection. This type of ‘survivor bias’ reasoning is quite frequently made, and only sometimes with justification. It surely does not seem appropriate to the study of the determinants of the welfare state.

One way to visualize the implication of limited diversity on causal inference is to convert the truth table in Table 6.1 into a causal tree given in Figure 6.1. The top row states the truth condition, using Boolean binary digits to indicate that whether the welfare state obtains ($W=1$) or does not ($W=0$). The second row from the top presents each possible combination as a final node. Here $11$ indicates $\text{UP}$, $10$ indicates $\text{Up}$, etc. We want to walk down (i.e. make a logical inference) to know if we might reduce these combinations by Boolean minimization to a reduced causal statement. Figure 6.1 indicates that we are clearly handicapped by the missing case.

Ragin and Sonnett (2004) posed the following counterfactual: what would happen if the unobserved combination existed and if the outcome variable was positive, that is if $\text{up} => 1$? Using our causal tree technique, Figure 6.2 illustrates the implications of the counterfactual for causal inference.

Now all the logical possibilities are considered and the truth table is saturated. Our logical inference is now changed, since the left side of the tree reduces to one condition: only strong left-wing parties matter. Thus, the counterfactual has shown our inference to be poorly robust and we have been able to simplify our causal findings to a single condition. Parenthetically, we can see also how counterfactuals can (in the presence of limited diversity) be an example of a ‘simplifying assumption’ (step 6), since the assumption that $\text{Up} => 1$ simplified the causal conclusion.

The right side of the causal tree considers the cases where the result of a generous welfare state does not obtain. We made no use of these results in our analysis. How can we be sure that an analysis of the ‘no generous welfare state’ will produce results consistent with the left-side of the graph? Let’s remember De Morgan’s Law in which $\text{UP} => 1$ is
equivalent to \((u + p) \Rightarrow 0\). In our very simple example, \(-o\) (or \(-p\)) \(\Rightarrow 0\) becomes equivalent to \(-1\) (or \(-P\)) \(\Rightarrow 1\), consistent with the left-side.

In Figure 6.3, we provide the causal tree for the counterfactual where we assign a causal implication of 0 to the missing configuration.

**Figure 6.2: Simple Counterfactual: What if a missing case would have caused a welfare state**

Solutions: \(-1 = L = \text{Generous welfare state}\)  
\(-0 = 1 = \text{Not-generous welfare state}\)

**Figure 6.3: Simple Counterfactual: What if a missing case would not cause a welfare state**

Solutions: \(11 = U' L = \text{Generous welfare state}\)  
\(0\) or \(-0 = u \text{ or } l = \text{Not-generous state}\)
We can then proceed to analyse this possibility as well, following the same procedure. The more interesting counterfactual, however, is given in Figure 6.2, for it leads most dramatically to a refinement of the original analysis constrained by limited diversity.

COUNTERFACTUALS, PAUL TETLOCK, AND LARS-ERIK CEDERMAN

Ragin and Sonnett’s counterfactual approach expresses a methodology that is approachable and relies upon a ‘most similar’ design by which only non-observed cases that are similar are chosen. This type of reasoning often is called a ceteris paribus assumption: everything else stays the same. We have seen that the admission of new cases and a presumption of their truth value results in a causal cascade that can reduce the solution to simpler causal claims. However, we may also wonder if proximity to observed worlds is the only criteria.

Paul Tetlock and Aaron Belkin (1996) offer an appealing guideline consisting of six criteria by which to evaluate counterfactual arguments. Three of these criteria are consistent with historical facts, theoretical arguments, and statistical consistency. By the latter, they mean the argument should be consistent with statistical findings of other studies. The other three are particularly interesting: clarity, cotenability, and projectability. A strength of the Boolean approach is clarity. The variables that guide the analysis are transparent and ‘flipping’ the value on a variable leads easily to identifying the causal implications along the causal tree.

Cotenability requires that counterfactual experiment be logically consistent. For example, running the thought experiment of the consequences for Napoleonic France to have acquired nuclear weapons is not cotenable with the sort of background knowledge presumed in any non-experimental setting. Clearly, knowledge of nuclear technology in the late eighteenth century necessitates many other changed relationships. In this sense, the counterfactual is not cotenable with the type of a ceteris paribus design. Again, the Boolean approach is unlikely to run afoul of this argument, since the counterfactual is not assuming a new causal factor but only admitting an unobserved case.

The last factor of projectability means that a causal factor should be indeed causal and not simply a state description. Though Tetlock and Belkin do not make this observation, it is best to consider projectability as allied to the problem of spurious causation. It might be true that Napoleon wore black the day the French assaulted Moscow; however, the causal connection might be simply that Napoleon was present that day on the battlefield, regardless of the colour of his clothes. Again, the Boolean approach should rule out this spurious causality (with sufficient
variety), since an outcome would be produced when the cause was not present and the ‘true’ cause was present. Of course, if the spurious factor is a proxy for an unobserved cause (that is, it is correlated with a true cause), then assigning it causality is an improper inference.

The counterfactual framework presented by a causal tree analysis is, in some ways, a microcosm of the computational solutions offered by simulations. Lars-Erik Cederman (1996) illustrates the potential offered by complex adaptive systems (CAS) to generate a causal mapping from a set of factors to outcomes. Using his work on whether multipolarity in international relations leads to conflict or not, Cederman argues that his computational approach agrees closely with the criteria of clarity, cotenability, and projectability. This claim seems at first less obvious for cotenability and projectability, since CAS permits a search over many possible worlds, some of which may seem highly unlikely and unreasonable. However, since CAS, like Ragin’s method, relies on causal rules between factors and mechanisms (rules), cotenability is preserved. Projectability is also preserved, since spurious effects will wash away through the pooling of many runs and across many iterations.

The challenge of such simulations is agreement with statistical facts. One solution is to compare the predicted patterns to observed macro patterns (if there is enough data). Cederman (2003), for example, starts off his analysis of the frequency of wars by showing a power law distribution of conflict over time, and then shows that the simulation generates the outcome. Another, far less used approach, is to bootstrap the simulation from actual data. This approach appears to fall between two chairs of pure thought experiments and statistical analysis, but it is otherwise an attractive combination of methods consistent with the idea of using ‘comparative similarity’ discussed above; that is, to initialize the simulation on an observed world, and then explore the causal implications by imposing new rules or new parameter values. The spirit of this approach is similar to counterfactual statistical approaches, to which we now turn.

**COUNTERFACTUALS AND GARY KING**

Counterfactuals are frequently used in statistical research. The estimation of a regression equation produces coefficient values which stipulate the relationship between the explanatory and dependent variables. The estimates are dependent upon the observed but counterfactuals are still possible. To run a counterfactual, one can ask what would happen if the observed variable took on a different value. The estimated model produces a prediction, which may be then

---

4 See also Cusack and Stoll (1990).
contrasted against the observed model. When is this use of a counterfactual reasonable?

Lewis’s comparative similarity is useful in judging its reasonableness in two ways. Gary King and Langche Zeng (2007) have proposed the following diagnostic, which is in fact an interesting application of Lewis’s comparative similarity and possible worlds. The first part of the proposal is to vary only one value at a time (similar to Mill’s method) and the second is to ask if the value of the variable lies within the minimum and maximum values of the observed data. Consider a traditional case of interpolation and extrapolation in which the variable, a strong left party, has an observed range of, say, 2 to 6; the value 5 is not observed. By setting the value of the variable to 5, the counterfactual is based on ‘interpolation’; if the value of the variable is set at 0, then this choice lies outside the range of the observed values and the counterfactual is an extrapolation. The greater the extrapolation, the more likely the counterfactual suffers model specification error. They develop a number of diagnostics to isolate the bias of such errors.

Ragin and Sonnet’s approach permits a finer grain analysis of the causal implications of a counterfactual. As illustrated by the causal trees, changing the value of an independent variable or imposing a value on an unobserved value in a configuration results in a causal waterfall. Ultimately, the reasonableness of the intervention depends upon the theoretical prior of the research (and researchers) as well as the gain in causal reduction.

The concept of ‘net effects’ summarizes the philosophical difference between Ragin and statistical approaches. King and Zeng propose a measure of causal contribution to be the difference of the predicted value under observed data and the prediction under the counterfactual; the counterfactual is calculated as changing the value of one factor—again in accordance with the Mill and Weber reasoning we discussed above. This difference is a net effect and is measurable.

Ragin’s approach would ask how would a change in a variable influence the multiple conjunctural analysis—that is the solution space. The absence of an observed configuration in a truth table invites a counterfactual intervention, namely, the researcher may impose a value on the unobserved. This intervention results in a cascade along the causal chain, which may modify dramatically the configurational solutions. Whereas this intervention is extrapolation and thereby model dependent under King and Zeng’s analysis, the set-theoretic approach of Ragin views this intervention as testing more thoroughly the solution space under different hypotheticals on unobserved worlds. This difference in counterfactual reasoning illustrates nicely the philosophical difference between a statistical approach concerned about model specification and data fitting and a set-theoretic approach concerned about improving the inferential basis of theory development by a more rigorous treatment of unobserved counterfactuals than found in more casual theorizing.
A comparison of an approach to common data and theory permits a contrast between statistical and configurational approaches. In the following, we consider a statistical treatment of panel data and reanalyse the data using QCA. This contrast indicates how QCA handles over-time data and the gain to using both qualitative approaches.

In recent years, there has been considerable attention paid to institutional complementarities in economics, sociology, and political science. QCA is one of many approaches to the comparative study of institutions. It is a useful methodology for two important reasons. The first is that the concept of configuration is the methodological equivalent to the economic concept of complementarity developed by Milgrom and Roberts (1990). It is not far-fetched to see QCA is to economic complementarities what structural models are to formal models in industrial organization.

A contribution of QCA methodology is its ability to make causal inference from small-N data sets where the researcher brings a lot of contextual knowledge to the analysis. Very often, the audience for the research also cares about the countries and is less interested in the estimated quantitative relation between democracy and growth than how democracy in Greece caused growth. QCA appears to reconcile somewhat better this trade-off between the universal and the specific than most methodologies by permitting different logics of causation to be suited to countries depending upon their assignment to a configuration.

Comparative institutional analysis has been a major growth industry in recent years due to the transfer of analytical focus on the competition between capitalism and welfare states (or communism) towards a wider interest in the ways by which institutions vary and influence important social and economic outcomes. The ‘Varieties of Capitalism’ approach proposed by Hall and Soskice is a prominent example of this interest. Their approach is primarily a theory of distributive bargaining, with equal primacy given to non-statal actors, such as labour unions and business associations. While this reweighting of the importance of actors is an important shift in political economy, it converges with the broader treatment of institutional configurations found in other disciplines. A number of studies have proposed institutional complements as a way to understand national configurations. Boyer (1996), in particular, classifies countries into several types, representing various complementarities among macroeconomic systems (e.g. Keynesian macroinstitutions) and work practices (e.g. mass production). Amable (1999) also proposes that labour markets and macroeconomic policies reveal complementarity. Boyer and Amable are agnostic as to how many possible distinctive configurations there may be.

This section draws from Kogut and Ragin (2006).
The broader and more ambitious claim is that these bargaining institutions guide the formation of country capabilities that define a country’s comparative advantage. Berger and Dore (1996) aptly name this a theory of ‘institutional advantage’. These claims are broadly held across many literatures. The claim that is not broadly held is the following: these complementarities consist of two defined sets, one called ‘coordinated market economies’, the other ‘liberal market economies’ (Hall and Soskice 2001). This claim, associated with the label ‘Varieties of Capitalism’, has a distinctive methodological implication: because common institutions produce common outcomes, the nation is no longer the qualitative unit of analysis, but the quantitative degree to which nations have achieved the set of institutional complements associated with the two modal cases.

The perspective of institutional complementarities has an attractive trait. It looks at the compatibility of institutions and markets, and hence opens the policy question of whether ‘cookbook’ recommendations are independent of national conditions. In the great rush to advise the transition economies, papers proposed the idea of ‘policy complementarities’ and indeed the IMF has a menu of ‘best practices for corporate governance’ that must be enacted in toto. But the issue of policy complementarities not only is an ancient echo, it reveals a stunning blindness: countries already have existing institutions. It is not enough that policies be complements with each other; they also have to be complements with existing institutions.

Configurational analysis provides the important caveat that imported pieces confront an indigenous system of institutions. But then have we not fallen into the trap that there are as many theoretical configurations as countries if indigenous conditions matter? The claim of Hall and Soskice is that countries fall along a continuum between two polar types, where ‘coordinated market economies’ anchor one and ‘not-coordinated market economies’ (to use Boolean logic) anchor the other. Indigenous conditions may matter, but if a country cannot conform to one of the two prototypes (i.e. coordinated or market), then it will suffer in economic performance. This is a theoretical claim that deserves empirical testing.

Hall and Gingerich (2001) provide this service by looking at the institutional complementarities and their relationship to growth for twenty rich OECD countries in the period 1971 to 1997. Using factor analysis, they construct two types of complementarities: labour and corporatist. Since capitalisms can be many, but only a few institutional configurations (or complements) result in high economic performance, they want to show that conformity to their two theorized ideal types leads to more growth. Countries that are jointly high on both scales of labour and corporatist coordination are ‘coordinated market economies’; those jointly low are ‘liberal market economies’. Mixtures of the two scales (i.e. labour and corporatist indices) should result in poor performance, once controlling for other economic variables. These variables are changes in the terms of trade, the rate of inflation, international growth conditions (weighted according to trade openness), dependency ratio (a measure of demographic structure), and the log of a country’s per capita income in 1971. Using a sophisticated panel analysis, they find that countries located in the middle of these two institutional configurations do less well than those that adhere to
them. Thus, they find evidence that deviations from these two theoretical prototypes decay performance.

The advantage of a panel analysis is that the number of observations is NxT, such that a dataset of twenty countries over twenty-seven years becomes quite large for statistical testing of a few parameter values. The danger is not simply the problem of outliers (for which there are reasonable tests), but the obscure status of the nation as the unit of analysis. The data consist of economic observations that vary by year, plus country fixed effects captured by time-invariant measures of the degree to which a country is a coordinated market economy or a liberal market economy. Because other country effects would be captured by these time-invariant measures, they apply statistical refinements to correct for the problem.

To translate Hall and Gingerich’s interval-scale variables to crisp sets, we first converted their pooled time-series data set to a cross-sectional set by averaging the values for each case over the entire time period. For example, instead of receiving a score on economic growth rate for each year, each country received a single score—its average rate of growth over the entire period. To create conventional binary sets from these variables, we dichotomized them at or near their median values. The resulting binary scores for growth and the six measures of corporate governance (shareholder power, dispersion of control, size of stock market, level of wage coordination, labour turnover, and degree of wage coordination) are reported in Table 6.2.

Before proceeding to the analysis of these scores, it is important to point out that our analysis is very different in character from Hall and Gingerich’s, not only because of the difference in technique, but also because of the difference in structure—pooled cross-sectional time series analysis versus cross-sectional analysis. For example, the correlation between the log of initial GDP per capita (which is constant across time in their analysis) and average growth rates is very strong, $r = -0.816$. The scatterplot of these two variables reveals a near-perfect inverse relationship. It is clear, therefore, that explaining average growth rates over the entire period is not the same as addressing year-to-year fluctuations in growth rates. In fact, the relationship between average rate of growth and log of initial GDP per capita demonstrates that most economic growth over this period involved a convergence among the rich countries. The less rich of the rich countries grew faster than the richer rich countries, indicating a trend toward the equalization of levels of wealth among the richest countries of the world.

---

6 This relationship is detected by building the construct called ‘coordinated market economy’ and then taking its square. The quadratic estimation shows negative and positive signs on the two respective constructs, suggesting a U-shaped relationship between conformity to ideal types and growth.

7 Fuzzy set analysis would avoid the messiness of dichotomizing the variables, and also preserve the relation of identity and membership grade. However, for purposes of illustrating QCA, we restrict our analysis to crisp sets.

8 Initial conditions may proxy for other factors, such as the stock of physical and human capital. It is an implicit claim of the varieties of capitalism approach that capital investments are endogenous; institutions determine the attractiveness of investment in equipment and in education.
Table 6.2: Mapping limited diversity and assessing simplifying assumptions*

<table>
<thead>
<tr>
<th>Configurations of Corporate Institutions</th>
<th>dlt</th>
<th>dIT</th>
<th>dLt</th>
<th>Dlt</th>
<th>dLT</th>
<th>DIT</th>
<th>DLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>psc</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>pSC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Psc</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PSC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PsC</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PSc</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PSC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>PSc</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PSC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PSc</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Corporate Institutions (upper case denotes corporatist elements):
P = low shareholder power; P = high shareholder power
S = small stock market; s = large stock market
C = low dispersion of control; c = high dispersion of control
Labour Institutions (upper case denotes corporatist elements):
D = high degree of wage coordination; d = low degree of wage coordination
L = high level of wage coordination; l = low level of wage coordination
T = low level of labour turnover; t = high level of labour turnover

*Shaded portion of the table shows cells covered by the equation for high growth.

QCA takes advantage of the time invariance of the six coordination variables by analysing the cross-section of average growth rates, dichotomized into faster growing versus slower growing. There is no point in looking at the impact of initial GNP per capita, because of its near-perfect negative relationship with average growth rates. In effect, the analysis of average growth rates (faster versus slower growth) is also an analysis of initial levels of wealth, in reverse (lower versus higher initial wealth). Similar to the dichotimization of the dependent variable, the six coordination variables are also all dichotomized. Hall and Gingerich’s four control variables (international demand conditions, change in the terms of trade, the rate of inflation, and change in the dependency ratio) are excluded, since they make sense only in the context of an analysis that has an explicit longitudinal component, focusing on variation in growth rates over time.

We begin by noting that with six causal conditions—the six coordination variables—a saturated experimental design would require the examination of sixty-four unique combinations. Obviously, with an N of twenty it is impossible to cover all sixty-four combinations. However, it is worth noting that twelve different combinations are evident among the twenty cases in Table 6.3, indicating considerable diversity among the cases with respect to institutional configurations.

The only uniform clustering is the five liberal countries with market coordination: Australia, Canada, New Zealand, United Kingdom, and the United States. While only two countries, Germany and Austria, have the full complement of corporatist institutions, an additional six countries have five of the six features.
Table 6.3: Hall and Gingerich’s data converted to Boolean values

<table>
<thead>
<tr>
<th>Country</th>
<th>Growth</th>
<th>Degree of wage coordination</th>
<th>Level of wage coordination</th>
<th>Labour turnover</th>
<th>Shareholder power</th>
<th>Stock market size</th>
<th>Dispersion of control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Italy</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Belgium</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Norway</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Finland</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Portugal</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sweden</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>France</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Denmark</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Spain</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Australia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>United States</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The coordination dichotomies are all coded in the same direction, with a score of 1 signalling conformity with ‘coordinated’ market economies and a score of 0 signalling conformity with ‘liberal’ market economies.
Viewed configuration by configuration, only one of the twelve existing combinations of the six coordination dichotomies is causally ‘contradictory’—linked empirically to both slower and faster growth rates. The combination in question involves all but one of the six elements of corporatist coordination—the three cases with this combination have a low degree of wage coordination, despite having all the other corporatist elements. Two cases with this combination, Belgium and Portugal, had higher growth rates, while France had a lower growth rate. In the analysis that follows, France is treated as an unexplained outlier, in line with the thrust of Hall and Gingerich’s theory.

The next step in the analysis is to make logical inference, first by avoiding simplifying assumptions altogether, second by allowing the use of simplifying assumptions. Consider first the maximum use of the evidence. For every logically possible combination (sixty-four), there is an associated truth value. With Hall and Gingerich’s data, the truth value is 1 if linked to faster growth (nine combinations, embracing eleven cases) and 0 if linked to slower growth (three combinations, embracing eight cases). The remaining fifty-two combinations (those lacking empirical cases) are coded as ‘either 1 or 0,’ and the minimization algorithm is free to use them to simplify the results (see Ragin 1987). The resulting equation is not ‘obligated’ to cover all the configurations lacking cases; it covers only those that help produce more parsimonious results.

For example, assume that configurations ABC and aBc both lead to high growth. (As before, upper-case letters indicate the presence of a causal condition; lower-case letters indicate its absence; multiplication indicates combined conditions; and addition indicates alternative causal combinations). These two cannot be reduced because neither of the two minimization rules, absorption and reduction, can be applied. Assume configurations ABc and aBC lack cases and the analysis permits simplifying assumptions. These two configurations could be used as assumptions to simplify ‘ABC + aBc’ to ‘B,’ as follows:

\[
Y = ABC + aBc + ABc + aBC \\
= (ABC + aBC) + (aBc + ABc) \\
= (BC) + (Bc) \\
= B
\]

When the number of existing configurations is small relative to the number of logically possible configurations, the impact of simplifying assumptions is substantial. Generally, researchers should check the plausibility of each simplifying assumption that is made. However, the analysis of plausibility of the simplifying assumptions made in the subsequent reanalysis of Hall and Gingerich’s data is far beyond the scope of this brief discussion of method. However, we do sketch the nature of this analysis. Table 6.3 shows our coding of each country’s configuration of institutional structures.

---

9 Recall that we are treating France as an outlier, so the total number of cases is nineteen.
The results of our analysis of these data are presented in Table 6.4.

Panel a) shows the solution for high growth, without simplifying assumptions. There is one mixed liberal configuration, the first, with four liberal elements and one corporatist. This mixed combination is specific to Ireland and Spain. The next one is also mixed, with four corporatist elements and one liberal. It is specific to Denmark and Finland. The next three configurations, all uniformly involving five of the six corporatist elements and no liberal elements, embrace Austria, Germany, Italy, Belgium, Norway, Finland, and Portugal. These three configurations provide the strongest support for Hall and Gingerich with respect to the importance of corporatist
coordination for economic growth. The final configuration is specific to Japan and is completely inconsistent from Hall and Gingerich’s perspective. It combines all the corporatist labour relations elements and all the liberal corporate governance elements. According to Hall and Gingerich’s theory, Japan should have suffered very poor economic performance over this period.

Panel b) of Table 6.4 shows the results of this same analysis, permitting simplifying assumptions. Because there are so many combinations of conditions lacking cases, the reduction from panel a) to panel b) is substantial. In essence, this analysis constitutes an attempt to pinpoint the decisive differences between the high-growth and the low-growth countries, based upon information about their economic institutions. The first term is simply smaller stock market size, a characteristic shared by all the high-growth countries except Japan. (As noted in the table, upper case indicates values consistent with corporatist coordination.) For the second term, there is a choice among three configurations, each with two conditions. Essentially, these are three different ways to capture Japan’s distinctiveness from the low-growth countries, given that it has a larger stock market (a feature not shared by the other high-growth countries). Japan can be seen as different from the low-growth countries in its combination of lower shareholder power with any of the three elements of corporatist labour institutions.

Overall, the results in panel b) indicate that the most decisive single difference between low-growth and high-growth countries is stock market size, with smaller stock markets linked to superior economic performance. One possible interpretation of this finding is that smaller stock market size is a defining feature of economies with corporatist institutions, which in turn are strongly linked to superior economic performance, at least over the period studied by Hall and Gingerich.

Panel c) of Table 6.4 shows the results of the analysis of the low-growth countries. There are three configurations linked to slower relative growth. The first is perfectly consistent with liberal labour relations and liberal corporate governance, an institutional configuration that should be high-growth according to Hall and Gingerich. This configuration embraces Australia, New Zealand, Canada, the United Kingdom, and the United States. The second, which covers only Switzerland, combines elements of corporatist labour relations with two out of the three elements of liberal corporate governance. It thus resembles Japan in five of six aspects. However, this case, unlike Japan, experienced low growth over this period. The third low-growth configuration, which embraces Sweden and the Netherlands, is also mixed with four corporatist elements and two liberal elements. While the low-growth experience of these three countries with mixed configurations supports Hall and Gingerich’s theory, the most striking finding from the analysis of the low-growth countries is the cluster of five countries with uniformly liberal characteristics. This pattern directly contradicts their theory.

Finally, panel d) of Table 6.4 shows the results of this same analysis using simplifying assumptions. Once again, the results are parsimonious because of the very large number of simplifying assumptions that have been made, which again reflects the fact that only twelve of the sixty-four logically possible combinations are found among these twenty countries. There are two configurations linked to slower relative growth: lower degree of wage coordination combined with larger stock
market, and less shareholder power combined with larger stock market. The first configuration embraces the five liberal countries; the second embraces three countries: Sweden, the Netherlands, and Switzerland.

It is important to point out that the results reported in panel d) are a perfect negation of one version of the results of panel b). Specifically, it is possible to completely reverse (negate) the results in panel d) by applying De Morgan’s Law to this equation, as follows. First, state the equation for low growth:

\[
\text{low\_growth} = \text{degreewc\_stockmkt} + \text{SHAREHLD\_stockmkt}
\]

Next, apply De Morgan’s Law by reversing the outcome, changing all upper-case to lower-case, and vice versa, and then also changing intersection to union, and vice versa:

\[
\text{high\_growth} = (\text{DEGREEWC \_STOCKMKT}) \times (\text{sharehld \_STOCKMKT})
\]

Finally, simplify the terms using Boolean algebra:

\[
\text{high\_growth} = \text{STOCKMKT} + \text{DEGREEWC\_sharehld}
\]

This application of De Morgan’s Law indicates that the most logically consistent result in panel b) given the findings of panel d) is the first of the three alternatives listed. This choice makes the results for high growth the perfect inverse of the results for low growth, when simplifying assumptions are used. Of course, if all sixty-four possible configurations were present and there were no contradictions, then the logical inferences derivable from the high-growth configurations would be the same as those derivable from the low-growth configurations. However, given limited diversity, this is unlikely to be the case. Hence, the finding of a perfect inverse provides indirect evidence in support of the simplifying assumptions that have been made in panels b) and d).

As noted previously, it is important to assess simplifying assumptions, that is, to not make them mechanistically. Table 6.2 offers a guide to this assessment. It cross-tabulates the eight logically possible combinations of labour institutions against the eight logically possible combinations of corporate institutions. The cells of this table report the number of empirical instances of each of the sixty-four logically possible combinations. Of course, most cells are empty. The only cell with a substantial number of cases is the combination of consistently liberal labour institutions with consistently liberal corporate institutions (which we have shown to be a ‘low’-growth configuration).

The shaded portion of Table 6.2 shows the cells that are consistent with our equation for high growth:

\[
\text{high\_growth} = \text{STOCKMKT} + \text{DEGREEWC\_sharehld}
\]

(i.e. small stock market size or the combination of a high degree of wage coordination and greater shareholder power). It is clear that most of the shaded cells, those embraced by the equation for high growth, lack cases. Thus this table makes transparent the dependence of parsimonious statements on simplifying assumptions
in situations of limited diversity. To assess the impact of limited diversity, it would be necessary to evaluate the plausibility of the inference that cases in these shaded cells, if they in fact existed, would experience high growth. Generally, it is best to make these assessments cell by cell. Note that all the unshaded cells are covered by the equation for low growth reported in panel d) of Table 6.4. To assess the plausibility of the simplifying assumptions for low growth, it would be necessary to follow the same procedure—examine the unshaded empty cells one at a time and evaluate the empirical plausibility of the assumption that cases in these cells would be low growth—if they existed.

While it might be tempting to divine a linear causality from the results in panels b) and d) in Table 6.4 (focusing on stock market size, shareholder power, and degree of wage control), it would be a mistake to do so. The goal of the analyses presented in panels b) and d) is to provide maximum logical parsimony, based on key differences between positive and negative cases. However, the larger goal of this reanalysis of Hall and Gingerich’s data is to focus on configurations of institutions and to make configurational comparisons of empirical patterns. For these interpretive purposes, the results in panels a) and b) are clearly more useful.

Overall, the findings support only part of Hall and Gingerich’s argument. High growth is linked to consistently corporatist configurations, but it is linked to several mixed configurations as well, including one that is completely discordant (Japan, with corporatist labour relations and liberal corporate governance). In contrast to their reasoning, low growth is clearly linked to consistently liberal configurations. Even the reduced equations reported in panels b) and d) reveal that mixed (inconsistent) configurations are linked to both high growth and low growth.

**Criticism of QCA**

The above analysis by QCA of the treatment of institutions in terms of configurations casts considerable doubt on the idea that having either coordinated or liberal institutional complements is the key to economic growth among rich countries. Whether other configurations that are theoretically grounded can be identified is open to investigation, but the configurational inferences from the analyses presented in Table 6.4 suggest principally one: Anglo-Saxon (i.e. liberal) stock markets are bad for growth.

However, surely, QCA has itself important limitations. First, by dichotomizing variables, it pushes all measurements to polar ends. The central claim of Hall and Gingerich is that countries in the middle will do worse, but there is no middle on any one variable. In Table 6.2, wage coordination in Sweden and the Netherlands is coded
at 0, the same level as the US, which is surely a bad description of the status quo, as might well be the 0 given Belgium here.

There is of course a middle configurational position, and it is this claim that the in-between configuration will do worse that the QCA analysis rejected. Even here though, the Hall and Gingerich approach was more subtle in suggesting that particular types of coordination will do better than just simply all types of coordination. QCA quickly becomes limited when the number of variables exceeds the data.

It might also be claimed that QCA did not make good use of the over-time variation, whereas the panel design could estimate the contribution of varying state variables and invariant institutions. However, this criticism seems a bit to be the sword of Damocles. For the panel analysis gains significance through treating the twenty countries by twenty-seven years as five hundred and forty records. Still at the end of the day, there are twenty countries, the institutions—if they are to qualify as institutions—are time invariant, and thus the variation is not remarkably strong, even though it permits estimation. The QCA design remained faithful to the primacy of the country and the constancy of its institutions as stable units of analysis.

**FUZZY SET LOGIC**

It is an obvious objection that the world rarely conforms to a binary, or crisp, characterization. Fuzzy set methodology relies on an inference engine that permits graded membership in a set. An element may have a membership in a set between 0 and 1; Boolean logic requires crisp membership in which an orange is either a fruit or not a fruit. Charles Ragin (2000) proposed a robust application of fuzzy logic to the analysis of social science data, which relies upon a combination of the satisfaction of a few logical conditions and probabilistic assessment.

Fuzzy logic is of interest because it also captures important theoretical concepts in social science concerning identities and categories. Kogut and Ragin (2006) and Kogut (2008) have pointed out that people have multiple identities, to which they belong with varying degrees of fuzzy membership. These identities are defined, analytically, by categories in relation to various social affinities, such as religion. For example, sexual membership as male or female is, biologically, relatively crisp, i.e. binary, in some respects, but less so in others. It is clearly not crisp if the question is sexual preference or sexual identification.

It is common in social science research to rely on categories to offer discrete approximations of a continuum. For example, rich countries have per capita income in excess of $15000, middle income is less than $15,000 but more than $5,000, and the income of poor countries is less than $5000. Possible labels for these categories

---

11 The empirical material in this section draws upon Kogut, MacDuffie, and Ragin (2004).
are developed, emerging, and poor countries. It is possible to code each of these
discrete categories as three binary variables. Under a QCA crisp Boolean approach,
three additional variables adds explosively to the analytic task of inferring causality,
since the space of possible configurations increases by \(2^n\).

Ragin (2000) proposed a fuzzy set methodology that has three merits. The first two
are methodological: fuzzy sets permits variables to take on values between 1 and 0 and
it also avoids the proliferation of binary variables to code for essentially discrete
intervals along a common continuum, such as suggested above by the example of per
capita income. The third merit is that fuzzy sets introduces a careful examination of
the theoretical meaning of variables and their measures, thus opening up a powerful
way to let the fuzzy measurement of a category parallel the fuzzy membership in
multiple identities.

The interesting insight of fuzzy set logic is that semantics matter. For example, the
category of rich and not rich is not simply the inverse of not-poor and poor. Thus the
researcher is forced carefully to think about the theoretical meaning of the semantic
labels that are often too easily assumed in social science research. The way people
categorize and label become essential to the theoretical task of understanding iden-
tities and memberships.

Since people can have multiple identities which may be correlated, it is reasonable
to think then of a synthetic identity, defined by fuzzy membership in several different
social engagements. The proposal of creating synthetic identities leads quickly to the
concept of treating configurations as types of prototypes, along the lines proposed by
Eleanor Rosch (1975). Prototypes are the best examples of members belonging to
the same category. For example, Kogut, MacDuffie, and Ragin (2004) analysed the
concept of the ‘Toyota Production System’ as a prototype to which manufacturing
plants belonged more or less. We will use their analysis as an illustration of the use of
fuzzy set inference.

The usage of prototypes implies that the degree of membership is a gradient, with
more distant members holding lower degrees of membership.12 Using this concept,
we define membership in a fuzzy set of a given member \(x\) in the fuzzy set of \(A\) as

\[
m_A(x) = \text{Degree}(x \in A)
\]

Degree of membership can be geometrically portrayed by a hypercube in which a set
is no longer constrained to be located at one of the ‘crisp’ vertices. The simple case is
a straight line:

\[
0 \quad \cdots \quad 0.5 \quad \cdots \quad 1
\]

The two end points are the crisp values of 1 or 0, in or out of the set. Values in
between identify fuzzy membership, e.g. fairly rich countries or not very rich
countries (Klir and Yuan 1995). The mid-point, 0.5, is of interest, for it defines

12 We flag that there is a debate regarding prototype theory and fuzzy logic. For example, Lakoff (1973)
sees fuzzy logic as insufficient for fully accounting for observed categorization heuristics.
maximal fuzziness (or what Kosko (1993) refers to as maximal entropy) and it represents a natural cognitive anchor.

A prevailing practice in statistical work is to combine like-items into a scale by imposing a functional transformation. For example, the data can be factor analysed, or transformed into z-scores while testing for their inter-item discrimination. Membership values in a fuzzy set can also be subjected to scaling. The caveat to scaling is that since the causal analysis (as described below) relies upon greater than, or less than, relations (rather than correlations), the results are very sensitive to the data values. Partially as a consequence of this sensitivity, the assignment of membership can be strongly influenced by linguistic hedges (Klir and Yuan 1995: 230–1). Zadeh (1972) proposed that such a hedge as ‘very’ signifies that membership values should be squared (what he called concentration). The hedge ‘fairly’ is naturally captured by taking the square root of membership (or what he referred to as ‘dilation’). These transformations have a common sense property. Clearly, an apple that has a membership value of .5 in the set of red apples should have a lower membership value in the set of very red apples.

The above example relies intuitively upon a notion of subsets. An important property that we rely heavily upon in the analysis below is that membership of x in a subset of A is less than or equal to membership in the set of A:

\[
m_{B \leq A}(x) \leq m_A(x)
\]

Figure 6.4 provides a graphic illustration that membership of X in the subset of A, defined by a two-dimensional space, lies in the domain of the set of A.

**Fuzzy set logic**

The categorization of entities by their degree of membership means that categories are not exclusive. This property has the attractive feature of conforming to common-sense notions of categories: people can be somewhat religious or somewhat moral. Manufacturing plants similarly have high membership in new work practices, but low membership in team organization. This property of membership, however, poses the question of how should we define the intersection and union of fuzzy sets. What is the membership value of a plant in the intersection of new work practices and work organization? This logical problem is the analogue of trying to find the factor score of a plant, except the operators are derived from a first-order logic.

Because membership values are binary, logical operations on fuzzy sets are more complicated than crisp operations, though fairly simple. The key difference is that membership values in a fuzzy set lies in the interval of [0,1]. As a result, the operations of negation, union, and intersection must heed the membership values.

**Negation:** In crisp logic, the set of A has the complement of the set of not-A. (See Klir and Yuan 1995: 50). This operation applies also to fuzzy sets. Consider the set A whose element X has a fuzzy membership denoted by a point along the unit interval. Then, negation is simply
This definition is technically intuitive, and yet deserves a note of caution. For while the complement of rich is not rich, we would not want to say that the complement of rich is poor. We may view Portugal as holding a membership value of .4 in the set of rich countries, and hence the value of .6 in the set of not rich countries. Yet, we may assess its membership in the set of poor countries as considerably less than .6. Language clearly matters in understanding fuzzy sets, and the use of a predicate logic does not eradicate the ambiguity in linguistic terms and quantifiers.

**Union:** The union of two sets is logically denoted as an ‘or’ operation. The union of A and B implies that x belongs to A or B. However, this denotation is complicated in the context of fuzzy logic, because the membership of x in A or B can take on any value between, and including, 0 and 1. Fuzzy logic applies the union operator by taking the maximum of the membership value of X in each of the two sets:

\[ m_{A \cup B}(x) = \max(m_A(x), m_B(x)) \]

If X is short and smart with membership values of .5 and .8 respectively, in these two sets, X has then a membership value of .8 in the set of people who are short or smart. This definition corresponds intuitively with the implication of an ‘or’ operation. That is, x is a member of set A or set B with degree of membership equal to its maximum membership in each set.

**Intersection:** Fuzzy logic defines the intersection operator as the minimum of the membership degree of X in each of the two sets:

\[ m_{A \cap B}(x) = \min(m_A(x), m_B(x)) \]

The intersection of two sets is logically denoted as an ‘and’ operation. To belong to two sets means that X is member of both set A and set B. If X is not jointly a member, then it does not belong to the intersection. Again, we see a complication that X is likely to have different membership degrees in the two sets. It is unappealing that X’s membership in the intersection should be greater than its membership in either of the individual sets.

The application of the minimum operator makes intuitive sense and is consistent with a prototype theory of membership. Consider the adjectives of big and furry to describe dogs. A given dog can be furry and very small, and it has membership values of .9 and .10 in the respective sets of furry and big. To average these membership values would give the misleading impression that furry can linearly compensate for being small. It might be surprising, having purchased a dog by the internet without a photo and who bore only the characterization as ‘a more or less’ member in the set of big and furry dogs, to open a big box containing a Pekinese. To most, a Pekinese has a low degree membership in the club of dogs who are both furry and big.\(^\text{13}\) The

---

\(^\text{13}\) Hampton (1997) summarizes some of the objections from cognitive psychology to fuzzy set definitions of prototypes. Part of these objections consist of problems of taking intersections among nested sets, a classic paradox in set theory. We empirically avoid these operations below.
minimum operator also makes formal sense. Recall the earlier definition of comple-
mentarities as supermodular. Since the value of doing two things together is higher
than when they are apart, it makes sense to guarantee that the arguments to the
function are all increasing. Taking the maximum would neglect the inferior argu-
ment. The minimum clearly indexes increases in the joint presence of two variables
by the least value. This permits a direct test of whether the minimum of doing two
(or three or more) is associated with increases in performance.

Fuzzy causal inference

Assigning membership values to all possible combinations constitutes the first
step in the analysis. The second step is to derive those combinations, or
complements, that explain the causality of observed outcomes. Causality in
fuzzy logic shares some of the intuitive properties commonly confronted in
statistical work. In linear specifications, we ask how does y vary with more of x.
Fuzzy causal inference relies upon the set-theoretic definitions of necessity and
sufficiency to identify factors that satisfy the subset axioms (Ragin 2000). For
necessity, the outcome is a subset of the causal factor. Necessity implies, then,
that the membership degree of a case in a causal factor should be associated
with a ‘smaller’ membership value in an outcome. For sufficiency, the causal
factor is a subset of the outcome. Sufficiency implies, then, that the membership
degree of a case in the causal factor should be associated with a ‘larger’
membership value in an outcome.

A graphic illustration of determining necessary and sufficient conditions can be
given by graphing the degree of membership in a hypercube in which a set is no
longer constrained to be located at one of the ‘crisp’ vertices. Figure 6.5 shows a
hypothetical relationship between lean buffers and the causal outcome of high
performance.

Lean buffers satisfies the axiomatic definition of a necessary condition, because all
cases have larger membership degrees in it than in the causal outcome.

Figure 6.6 portrays the analysis of sufficiency. Since the membership value in work
teams uniformly is less than the membership degree in the causal outcome for all
cases, we conclude that lean buffers is sufficient. The same analysis can be used for a
configuration of two factors (lean buffers and work teams). Since we are looking at
their joint effect (or intersection), we take the minimum of each case’s membership
value in these two factors. The minimum effectively must move the distribution of
dots to the left in Figure 6.5, except for the unlikely case that the membership values
in the two causal factors are the same.

It is obvious that a given factor cannot be both sufficient and necessary, except for
the cases when the causal factor and causal outcome share the same membership
values. Empirically, we expect that a causal factor or configuration will not be found
only above or below the diagonal. The statistical formula to calculate the z-score
(developed in Ragin 2000) permits an assessment of the statistical significance of
necessity and sufficiency. Moreover, since, for fuzzy set logic, every case has a membership value in a configuration, the problems of small sample size are much less severe than for crisp logic.

The calculation of the z-score requires the researcher to state a benchmark. Here the linguistic hedge suggests the choice of the benchmark proportionality. To ask, for example, if the observed proportion is significantly greater than ‘usually necessary’ indicates a benchmark of .65. A benchmark of ‘very necessary’ implies a value slightly greater than .7 benchmark. (The linguistic hedge of ‘very’ is mathematically equivalent to squaring the membership value, as discussed earlier; the square of .71 is approximately .5, the cognitive anchor where a member is maximally more or less a member of the set of ‘very necessary’ causes. We use the value of .65 in the following analysis.) Whereas these benchmarks may seem arbitrary (but no more arbitrary than the conventions governing questionnaire scaling such as a Cronbach alpha or significance tests), sensitivity analysis around the benchmark easily provides a way to assess robustness. In addition, sensitivity of measurement error can be examined by

14 Ragin (2008) revised his method, replacing a statistical approach with a refined measure of consistency. Similarly, consistency replaces the diagonal classifier proposed in the 2000 book.
adjusting the diagonal to accept errors that differ by a stated percentage off the diagonal.

The determination of fuzzy sets proceeds, then, by statistically identifying necessary causes. Cases that reveal zero membership in the necessary causes are eliminated (by definition, they cannot satisfy the logical condition of necessity). Sufficient causes are then found by identifying causal configurations that statistically satisfy the requirement that their membership values are less than the causal outcome. This analysis generates then a listing, or union, of sufficient configurations, conditioned on the initial identification of necessary causes. To achieve a global assessment of the statistical strength of the analysis, a membership score in the sufficient configurations for each case can be calculated. The comparison of this membership degree against the observed membership in the causal outcome serves to generate a test statistic to determine the significance of the classification success of the method.

Any cause that is individually sufficient is also sufficient jointly. Necessity of one cause does not mean, however, that two necessary causes are jointly necessary.

---

15 Theoretically, if enough cases lie exactly on the diagonal, a cause can be found to be both sufficient and necessary.

16 For a proof, see Kogut, 2008: 262–3. In Ragin (2008), this approach is now subsumed in his treatment of ‘coverage’.
However, any jointly necessary conditions are also individually necessary. It is thus justified to apply rules of Boolean absorption to fuzzy sets. Since the configuration Ab is a subset of the configuration of A (i.e. Ab is an intersection and hence a subset of A), the union of two configurations Ab and A logically implies that x will have a membership value equal to its membership value in A. Thus, Ab + A logically reduces to A. In fuzzy sets, absorption can produce awkward results (see footnote 13). Ragin (2008) chose to replace absorption by treating each test of fuzzy subsethood as a statement and then constructing the truth table of this collection, which is then reduced by crisp set logic. For example, the statement that tall men must shave can be absorbed into the statement men must shave. To a great extent, this rule captures the meaning of a radial category. Peripheral members are absorbed into more basic representations of the category.

However, the rule of Boolean reduction does not apply. Since (B + b) equals max (B, b) and not 1—as in crisp logic, the crisp law of complements does not hold and Ab + AB does not reduce further. Fuzzy set analysis consequently loses some of the logical sharpness of the crisp method, since configurations do not easily reduce to more general and simpler causal factors.

This loss of sharpness is compensated for partly by the statistical analysis that tests each configuration for significance. Since all cases (e.g. car plants) are members ‘to some degree’ in each configuration, each configuration has a sample size equal to the number of all plants in the sample. This property greatly facilitates the application of statistical methods, as described above. The configurations that pass significance can then be minimized by the absorption rule that applies to both crisp and fuzzy sets.

The final step of the analysis then assigns cases to configurations by choosing the maximum membership value of that case in the minimized configurations. For example, an analysis of car plant productivity might find that technology and human resource management constitute one configuration and technology and high scale form another. A given plant has a membership score of .4 in the first and .7 in the second (each score is derived by taking the intersection, or minimum, of the two practices constituting that configuration). The assignment rule would then assign this plant to the second configuration.

This reduction can obviously assign plants that are bad examples of a particular configuration. It makes little sense, for example, to claim that a given plant is characterized by high performance work practices when it belongs weakly to every attribute set that defines this configuration. This possibility conforms with a prototype theory of classifications whereby an ostrich is a bad example of a bird. It also reflects a methodological weakness in fuzzy sets insofar that operations of intersections can assign members to classes that are not commonsensical. Lazarfeld (1937) offers, as noted before, a proposed solution to this type of problem by ruling out implausible combinations. (This intervention is broadly standard in statistical

17 For the analysis of necessity, we lose cases whose outcome values are 0; the Ragin (2008) approach no longer confronts this issue.
methodologies, such as in confirmatory factor analysis or model specification.) In a similar fashion, Ragin proposes to allow for the use of commonsense and theoretical intervention in two forms. First, in the interpretation of the configurations, we look at the ‘better’ examples, that is, those cases that score .5 or more in a configuration; these are what Kogut, MacDuffie, and Ragin (2004) would call prototypical examples.

Secondly, to reduce the overall solution space, the analysis identifies ‘simplifying assumptions’ that eliminate configurations that grossly violate theoretical and commonsensical relationships. As in the case of Boolean comparative analysis, the fuzzy set methodology faces the problem of limited diversity. Consider Figure 6.4 again that provides a two dimensional representation of operations on fuzzy sets.

Imagine that the graph is divided into four quadrants from each of the midpoints at .5. The corners represent the crisp sets, and in this way, each quadrant is associated with a given crisp configuration. Limited diversity arises when there is no case in a quadrant. For Boolean analysis, limited diversity is obvious, as no case will show the configuration.

For fuzzy sets, since all cases have membership in all configurations, it is necessary to be especially careful to check that a causal configuration is not derived from an assumption that is not strongly justified by the empirical data. This verification is conducted by assessing the degree of membership of each case in every combination of causal conditions and identifying those that have no cases with membership values greater than .5. This list can be used to isolate the combinations of factors for which

![Figure 6.6: Plot of fuzzy relationship of sufficient condition and causal outcome](image)
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there is little empirical evidence. This then poses the question whether these combinations, that Ragin (2000) labels simplifying assumptions, are justified to play a role in deriving the minimized configurations. To check robustness, the researcher can check if these assumptions have been incorporated into the results of the sufficiency analysis. If this is the case, the researcher can either eliminate the simplifying assumption, which may change the results, or decide for theoretical reasons that the assumption should be retained. Both of these strategies have analogues in other methods. Econometrics often infers from the absence of a condition that decision makers did not choose a configuration because it was not profit maximizing. This provides information and can be used in the estimations (see Athey and Stern 1996, for an example). The second strategy is more common and arises in multiple variable regressions when one factor is not significant, but contributes to the overall estimation. An advantage with the Boolean and fuzzy set methodologies is that the researcher can explicitly identify the simplifying assumptions used in the minimization and decide, based on theory or field knowledge, if they should be eliminated or retained.

**Multi-level Analysis**

In recent years, there has been considerable attention paid to institutional complementarities in economics, sociology, and political science. Very frequently, the analysis considers only macro-institutions (e.g. political parties, unions, central bank) and the impact on, say, economic growth. Such analysis, often justified, does present problems. After all, what do such aggregates mean? Do they mean that unions are actors, but this is not precisely true—people act and thus union leaders act or people belonging to a union act? It is easier if we are thinking of a central bank headed by ‘a’ Central Banker. But this is often not the case.

In his famous last book before his death, the renowned sociologist James Coleman (1990) argued that at the art of good sociological analysis is a resolution of the micro–macro problem. Using the celebrated argument by Weber regarding capitalism, Coleman said a good analysis considers how the macro-institution of Protestantism influences the beliefs held by micro-actors (e.g. individuals) who then act (e.g. they save and invest) which feeds back positively on Protestantism and its ethic. There is thus a causal chain, which has positive feedback.

This framework of micro–macro analysis seeks to establish greater clarity in the causal argument but at the cost of shifting the causal attention to a lower level (individuals) who act in reference to institutions. The data requirements thus change as well. For example, in the case argued by Ragin and Sonnett, we would no longer be satisfied with comparing parties and unions and their outcomes across countries. Instead, we would have to ask how do individuals in countries where
strong left parties and strong unions behave versus in countries where parties are weak, etc.

Let’s take a case of the impact of the diffusion of new ways to produce cars, called the Toyota System; this case has been examined in MacDuffie (1994) and by QCA (or more precisely, qualitative fuzzy set analysis) by Kogut, MacDuffie, and Ragin (2005). The unit of analysis is the car plant (micro-level) whose efficiency depends upon its method of manufacturing (Toyota System or not) and the macro-institutions of a country where the plant is located. Since we are not looking at over-time data, we do not consider any feedback loops.

To make our example simple, we would like to know if a plant that uses the Toyota System or not (coded T or t) and is located in a country with strong unions or not (U or u) results in high performance or not (P or p). One research strategy is to look at all plants in a weak union country and strong union countries and ask: did the Toyota System diffuse to particular countries and how do we explain this? Or could we ask did TS plants perform better than other plants? Most likely the two questions are related and we might assume that countries that did not adopt it did not do so because the plants were not efficient. There are though other explanations, such that TS relies on teams that threaten the power of unions in the shop floor and thus unions object to the adoption of TS, regardless of the efficiency properties.

The only way to resolve this conflict in interpretation is to consider both the macro-institutional and micro-level performance. An easy way out is to code a variable for each country and add these binary variables (which append a string of ‘0’s with one ‘1’ to the micro-level description of each plant). This approach clearly adds exponential burden to the required number of cases to saturate the truth table. More importantly, it does not add a lot of theoretical insight. This is similar to adding country dummies to a regression and then to change the intercept for each plant located in different countries.

The more theoretically satisfactory approach is to decide, as Weber did, what are the control and theoretical variables of interest. It would be great if we could fix the control values at the same values for all countries (as Weber tried to do) but most likely they will vary. Thus, there must be great parsimony in the choice of these controls. The good news of this approach is that since there are many more car plants than there are countries that have car plants, the sample size is larger and it is possible to more fully populate the truth table.

Summing up, an approach to designing the research strategy that we described is to identify the key institutional variables (such as unions), the control variables (e.g. economic development), micro-level causal factors (T), and then the performance outcome. QCA can then be applied as before. The analytical result will be to indicate if TS alone is sufficient for causing high performance (T => P), or whether it is contingent on the institution (UT => P or U or T do not cause U).

The above is fairly simple and we can do somewhat better. It is likely that the above approach will produce logical contradictions, cases in which UT produce both high and low performance. Earlier, we said that such contradictions lead to a rethinking of the theory and indicate usually the need to add additional variables. In the context of
this study, an approach is simply to decompose the Toyota System into discrete practices, such as quality control (Q) and efficient inventory buffers (B).

In this case, we might find that institutions interact differently with the practices and it is possible to have multiple configurations. For example, it is logically possible that both UB and uQB will produce high performance, thus there are two configurations whose complementarities produce equivalent results. Not surprisingly, the QCA analysis of the car plant data shows such variations, indicating that plants in different countries make the choice of which practice to adopt with an (implicit or explicit) understanding that the causal outcome is contingent on the local institutions.

The above observation has a very powerful lesson for comparative research on the diffusion of new methods and ideas. Some methods and ideas diffuse rapidly because they are ‘institutionally neutral’ in relation to many countries (Kogut 2002). Thus, unions may not object to efficient inventory but they care about who runs the quality circles in the plants. Thus, B is institutionally neutral (showing up in both configurations) but Q is not (absent where unions are strong and the outcome is high performance). The subtle implication is that the Toyota System might be adopted adaptively, if first efficient buffers are adopted, and then overtime quality circles are adopted. There is a catch to this example. If UB is not efficient, then efficient buffers will not be adopted or maintained either, and the Toyota System cannot adaptively (or incrementally) diffuse over time in a country.

An interesting analysis would be to complete the Coleman cycle, and then ask if the feedback is positive or negative. If quality circles do erode union power, we could expect negative feedback, weakening unions and thus easing the institutional constraint preventing the diffusion of quality circles. The Boolean algebra of QCA has, therefore, a nice property of clarifying the arguments, requiring arguments to state clearly their static causality and dynamic adaptive causality assertions. This property of the comparative method is useful, no matter if the causal analysis subsequently relies upon logical inference or statistical methods.

**Statistical Approaches: Multi-level Analysis and the Ecological Fallacy**

This macro–micro reasoning suggests a hierarchical or multi-level analysis. Such an analysis is principally approached statistically if the goal is to account for the sources of variability in the dependent variable of interest. This type of analysis faces a trade-off between pooling data across different units (e.g. counties or countries) or relying on aggregate averages. Multi-level analysis seeks to find a weighting between these
extremes such that variations at the upper level are combined with variations at the lower level in order to avoid spurious estimations and to assign proper causality (see for example the discussion in Gelman and Hill 2007). Causal inference across multi-levels poses complex statistical problems due to endogeneity. For example, unionization can appear as an institutional factor, but in fact, it can be also be the outcome of preferences of individuals who share common traits and who populate differentially geographic units, such as countries.

Multi-level analysis also confronts the problem of the ecological fallacy, or the error of assigning causal relations at the upper hierarchical level to the subjects of the lower level. This fallacy is sometimes called the ‘Robinson effect’ after the study by Robinson. Robinson studied the relation of race and illiteracy in nine geographies in 1930. The ecological correlation between the nine geographies was .95 but only .2 at the individual level. Clearly, the sampling was not randomized and there is a selection bias due to common unobserved traits ‘within’ the group.

This kind of problem has recently received renewed interest (King 1997). The traditional approach has been a bounds solution. The unknowns are the proportions of the type of individual on interest (e.g. gender, socio-economic class, etc.). A bounds approach recognizes that the probability of an individual belonging to a type must lie on the [0,1] interval, thereby permitting lower and upper bounds to be established for the proportion. King has proposed to do better by random effects model, treating the proportions as drawn from a specific probability distribution. Neither approach has been shown to be consistently reliable (Cho 1998).

**Looking Forward: Mechanisms and Simulation**

QCA is not suited to redressing this type of problem. However, by and large, as long as the conclusions at one level are not ascribed as motives to another, QCA avoids committing the fallacy. The fallacy occurs primarily when statements about what Jan Elster (1979) calls ‘mechanisms’ at the lower level are inferred via patterns at the aggregate level. The avoidance of this fallacy also means that QCA is limited in its ability to assign accountability. As we saw in the illustrative application of QCA to the Toyota Production System, the configurational focus of QCA means that it has greater flexibility in matching individual and institutional factors but at the cost of complexity.

Another way to sort out the complexity due to endogeneity and causal inference in absence of complete data is to rely on simulations to investigate more thoroughly the solution space. The analysis of counterfactuals relies upon simulations, however restricted, to test the robustness in deviations in the values or causal roles assigned to key variables. A broader use of simulations would specify more clearly the
behavioural mechanisms at the individual level to see if the macro-institutional relations may be ‘grown’ and dynamically feed back into the behaviours of individuals. (See for example Hedström 2005, and Epstein 2006.) This approach allows for a more complete treatment of Coleman’s micro–macro relationship, for it investigates more fully the feedback of beliefs and behaviours on structures.

The traditional statistical and comparative qualitative methods can never fully resolve the problem of inference in face of limited diversity. However, limited diversity is not an error, such as an omitted variable bias, but philosophically is fundamental to comparative analysis in two ways. The first is that static comparisons will not adequately determine the causes of social dynamics. For this, the concept of mechanisms is far less restrictive and insightful. The second is that an empirical isolation of all possible combinations of factors is never feasible. For every theory that succeeds in the mapping of factors to the power set of all causal factors, there remains all the theories, known and to be discovered, that identify additional factors. In this state, it is best to think of comparative analysis as the exploration of possible worlds and statements of causality restricted to those that we know and those that we can simulate counterfactually. This agenda is far less ambitious than the classic seeking of ‘truth’—as in a truth table—but represents a new opening in social science towards explorations of worlds that ‘could be’ and perhaps even ‘should be’.
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PART II

INSTITUTIONS, STATES, AND MARKETS
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This chapter discusses key approaches to the state’s role in the contemporary economy in the light of several different bodies of research drawn from the literature on comparative capitalism and international political economy.

The state’s influence in the economy has been a major topic of theoretical debate and empirical enquiry since the rise of capitalism and a market society. Where the state’s nurturing of infant industries was seen by some as essential to climbing the ladder of development at home (List 1841), its encouragement of international commerce or ‘free trade’ was hailed by others as the key to prosperity and peace among nations (cf. Hirschman 1997). Though widely cited today as the poster children for unfettered (‘free’) markets, Adam Smith and his contemporaries, the Scottish moralists, considered the idea of a market society divorced from social norms and legal and political rules as outlandish, if not utopian. As Hungarian political economist Karl Polanyi (1944) would later famously put it, the modern market economy works because of its institutional ‘embeddedness’.

The pre-eminent or macro-institution in this regard is that political complex we call ‘the state’, whose allocative and regulatory powers set it apart from the
micro-institutions of the economy. The state's capacity to define, allocate, and enforce property rights, for example, gives it a distinctive source of market-shaping power, enabling state actors to alter the organization of the economy (Campbell and Lindberg 1990). This is not to deny the importance of other economy-shaping structures—including systems of corporate governance, labour market regulation, education and training—but these are effectively second-order institutions in so far as they depend on specific regulatory regimes (and infrastructural resources) that are the preserve of the nation-state (Hall and Soskice 2001: 4).

In this respect, the two-hundred year history of market society is at once a story of the state's generally increasing role in economic affairs—helping to establish markets and enabling them to work—and a history of each state's specific institutional evolution. Thus, states have not only grown more links with their economies over this period, they have also grown such links in distinctive ways that give rise to diverse traditions of economic governance. As various scholars have observed, there is no such thing as a generic state. Rather, nation-states 'vary dramatically in their internal structure and relations to society. Different kinds of state structures create different capacities for action' (Evans 1995: 127).

Scholars working in the field of comparative capitalism have identified three such state traditions associated with modern market economies—liberalism, corporatism, and statism (Schmidt 2002). While these labels are intended as ideal types rather than perfect representations of reality, nonetheless, in each case, the orientation of state actors, their organizational structure, and the mode of interaction with economic actors are held to differ systematically, creating different patterns of economic governance, each distinguished by the extent to which development (aka structural change, technological upgrading, or innovation) is market-led, government-sponsored, or coordinated by organized economic actors themselves. In this context, liberalism and statism occupy the two ends of the spectrum, the first typified in the literature by the United States and Britain (Hall and Soskice 2001; Lutz and Eberle 2004), the latter more commonly associated with the political economies of Japan, Korea, Taiwan, and Singapore in Asia (Woo-Cumings 1999), and France in Europe (Schmidt 2003; Loriaux 2003). In the Anglo-Saxon liberal market economies (LMEs) the state is held to play a basic regulatory or ‘market facilitating’ role, underwriting market relationships, maintaining the competitive rules of the game, and intervening only to correct market failure. In so-called statist or, what we might term, ‘governed market economies’ (GMEs), state actors use the powers of the state to achieve the developmental goals of structural transformation and technology catch-up (Johnson 1982; Amsden 1989; Wade 1990). In between these two types are the coordinated market economies (CMEs) in which states pursue more extensive social policies, creating a framework for organized actors (employers and employees) to coordinate their own economic endeavours and enable cooperative responses to pressures for change (Katzenstein 1984; Hall and Soskice 2001; Pontusson 2005).

The rationale for much of this literature emerges from a dual set of concerns that are seen to be broadly connected, one focused on the rise of neoliberalism as an ideology and policy regime, the other on the impact of economic globalization on the
role of the state and the viability of non-LME systems. What role if any can/should states play in the market economy and in particular, how can they promote development? To what extent if at all are state traditions of economic governance being homogenized? Does the global economy valorize one state type over others and are state types necessarily ‘pure’? If such questions are insistent it is because of a modern belief that the world has fundamentally altered, that states face unprecedented challenges, which shrink policy space and curtail their role in the economy. Among the more pertinent challenges, compliance with the multilateral rules of the global trade regime, responsiveness to capital mobility, and conformity with the dominant economic ideology of market fundamentalism are often singled out for their restrictive impacts on state activity in the domestic economy.

Our interest here lies in the main perspectives on the role of the state as researchers seek to deal with these issues. Not surprisingly, that role is contested. What is perhaps more surprising (we shall see), is the gap between the strength of the (neoliberal) perspective that has come to dominate debate and the strength of the evidence to support it. As Theda Skocpol (1985) famously argued more than two decades ago, the state’s autonomy and capacity, including its catalytic role in economic change, has long been downplayed in the social sciences in favour of a society-centred paradigm. The roots of that paradigm have been traced to Cold War politics (Ciepley 2000). While all sorts of theories have been invented to suggest that states and markets inhabit conflicting realms and to justify why the state cannot, does not, or should not be involved in the economy, it appears that the ‘state versus market’ dichotomy emerged not out of theorizing, but from geopolitical imperatives. Contemporary debates have been framed and informed by that paradigm.

This chapter discusses three perspectives on the state–economy relationship. These range from a priori claims that view states as impediments to markets, to hypotheses that posit a world of neoliberal states restricted to creating the best environment for transnational capital, to arguments that seek to conceptualize actually existing states as solutions to the problem of development. First, the discussion begins with a brief sketch of the state’s role in neoliberal theory. Next it examines how the theory is believed to play out in practice as a result of globalization and the rise of neoliberalism. Third, it considers the debate on the rise of governed market economies, and their challenge to the free-market paradigm. Finally, we revisit the proposition that the global economy valorizes a minimalist (neoliberal) state. This time, however, we focus on the recent experience of one so-called LME, asking how far the US state–economy relationship itself conforms to the one depicted by the standard label. Here we approach the limits of our comparative capitalism typologies as they apply to state practice.

---

1 Ciepley (2000) argues that due to its unsavoury associations with militarism, communism, and nazism, the idea of state autonomy that was prominent in the social sciences prior to 1945 took on a more sinister meaning after the war, not only in Europe, but also, especially, in the United States. The state was quickly dropped from social science treatments as US–Soviet relations soured in 1947 and a new conceptual dichotomy of ‘capitalism–weak state’ and ‘communism–strong state’ took hold in academic and political discourse; this construction served the important political purpose of allowing maximum differentiation between the Western ‘free-market’ and the Soviet ‘totalitarian’ systems.
THE STATE AS PROBLEM: THE NEOLIBERAL ARGUMENT

The state as an economic actor has long occupied an ambiguous role in the social science literature, viewed by some as readily serving the public good by intervening to correct market failure, and by others as fundamentally self-serving, venal, or inefficient unless heavily restrained. In much of the economics (and some of the political-economy) literature, it is the latter view—referred to here as the ‘neoliberal’ argument—that has come to dominate academic and political debate.

The neoliberal argument concerning the role of the state—often associated with the work of Milton Friedman and the Chicago School economists—gained a robust political following in the late 1970s and early 1980s in conjunction with the so-called Thatcher revolution in Britain and its US variant led by the Reagan administration (Gamble 1988). As an economic theory emphasizing deregulation and the reduction of the state, its attack on ‘big government’ had particular resonance in the context of an expanding welfare state, budget deficits, and slow growth. The neoliberal argument that emerges in this ‘pre-globalized environment’ centres on what the state ‘should or should not’ do in the domestic market economy. One may note that in later years, as the world economy becomes much more integrated (‘globalized’), the neoliberal emphasis shifts to what the state ‘can or cannot’ do (discussed in the subsequent section).

The basic claim—that the state should minimize its role in the economy—is premised on different assumptions about the respective attributes of markets and states. The neoliberal view of the market shares some ideas with economic liberalism classically associated with the work of Adam Smith, namely that only markets produce an efficient allocation of resources and that market competition will best serve the public interest, in so far as it allows individuals to express their choices freely and prices to be determined by supply and demand. But it adopts a more extreme approach to the market than classical liberalism, advocating maximum expansion of transactions so that as many areas of social life as possible are organized through markets, unfettered by state intervention.2

The state, by contrast, is believed to have little capacity or motivation to benefit society. In the tradition of neoclassical economic theory, the state is seen as normally incompetent or corrupt. State actors are held to be chiefly motivated by self-serving behaviour. Bureaucrats are perceived either as a collection of self-serving revenue-maximizers or, alternatively, they are susceptible to the political machinations of vote-maximizing politicians whose interventions generate rents that private agents seek to capture. Even when not directly self-serving, government interventions are almost always inefficient since they distort the market and inhibit entrepreneurship,

2 The key policy prescriptions, defined originally in 1989 by John Williamson as the ‘Washington consensus’ came to be applied much more broadly (see Williamson 1993 for an account).
ultimately producing outcomes far worse than the ones they were designed to correct (aka ‘government failure’). As a result of this a priori reasoning, the neoliberal argument concludes that states should refrain or withdraw from all forms of intervention that would interfere with the free operation of the market, whether through public ownership, environmental and labour regulation, government spending, tariffs and so on. In theory, the state is only necessary for the prevention of behaviour that interferes with the free market (such as monopolies), or for the enforcement of reforms that ensure the market’s expansion.

As one study of the theory and practice of neoliberalism observes,

Neoliberals are particularly assiduous in seeking the privatisation of assets. . . . Sectors formerly run or regulated by the state must be turned over to the private sphere and be deregulated (freed from any state interference). . . . The free mobility of capital between sectors, regions, and countries is regarded as crucial. All barriers to that free movement (such as tariffs, punitive taxation arrangements, planning and environmental controls, or other locational impediments) have to be removed, except in those areas crucial to ‘the national interest’, however that is defined. (Harvey 2005: 65–6)

Translated into government practice and promoted through global governance institutions, including the WTO, the World Bank and the IMF, the package of reforms that ranged from deregulation of labour and capital markets to privatization of public services and assets, was intended to withdraw the state from all but a minimal role in the economy (Biersteker 1990). US President Reagan’s refrain: ‘Government is not a solution to our problem; government is the problem’, has been the political leitmotif for neoliberal theory.

In neoliberal theory, then, the best government is the least government. In practice, the neoliberal state must therefore set about freeing enterprise from regulations, reducing taxes, balancing budgets—in short, providing the best macro-economic environment for encouraging investment. This particular theme takes on especial importance in the context of globalization, examined next.

GLOBALIZATION AND THE TRANSFORMED STATE: NEOLIBERALISM IN PRACTICE

For the past three decades or so, the global economy has grown in tandem with a major policy drive in many countries throughout the world—a pattern comprising liberalization, deregulation, and privatization—known as the neoliberal paradigm. In the context of globalization, neoliberalism is often described as a ‘political project’

---

3 For an overview of the arguments about government failure, see Weiss (1998: 17–20).
concerned with sweeping institutional changes. Campbell and Pedersen (2001: 1), for example, argue that neoliberalism has sought ‘to transform some of the most basic political and economic [postwar] settlements . . . including labor market accords, industrial relations systems, redistributive tax structures, and social welfare programs’.

In tandem with these policy and institutional shifts, researchers have observed the emergence of new structures of governance that appear to elevate the importance of other power actors—especially private economic networks—in the legislative and policy determinations once considered the preserve of elected governments. As Harvey (2005: 76) writes, ‘Neoliberalization has entailed . . . increasing reliance on public-private partnerships’ in which business collaborates with state actors in formulating and implementing policies, in setting the regulatory frameworks and sometimes in writing the legislation. Similar observations on public-private policy networks have been reported in the context of international trade and multilateral rule-setting (Shaffer 2003).

For many observers, this global diffusion and uptake of neoliberal reforms has called into question the very idea of the state as an economic and political actor, giving rise to a vigorous debate that—until the 2008 global financial meltdown—had shown few signs of abating: what were its drivers, how extensive was its reach, and how uniform has been its impact (see e.g. Lutz and Eberle 2004; Soederberg et al. 2005; Simmons et al. 2008)? In tackling these and similar questions, both enthusiasts and critics of economic integration were inclined to posit a fundamental conflict between globalization and the state. More often than not they concluded that the marriage of neoliberalism and the expansion of global markets had dramatically narrowed the state’s policy space. As national economies grew more interconnected, they argued, the state’s role in economic governance necessarily becomes more severely restricted to ‘tinkering around the edges’. After all, they reasonably concluded, if capital is mobile and nation-states are not, what is left for the state to do in the economic arena—other than to facilitate competition and provide the most attractive investment environment for transnational capital via low taxes, easy labour laws, and a generally permissive regulatory system (Cerny 1995; Hirst and Thompson 1996; Held et al. 1999).

The core of the so-called ‘transformationalist’ (aka ‘constrained state’) argument is the idea that openness to the global economy produces a ‘constraining effect’ on macroeconomic policies around the world by inducing increased budgetary pressure. The reasoning behind the constraints hypothesis runs as follows. Trade and financial liberalization exert downward pressure on government’s taxing and spending activity by increasing the mobility of finance capital and production factors, which creates direct arbitrage effects. By allowing firms to seek out the most cost-friendly environments in which to conduct their activities, globalization thereby generates increased tax competition among nation-states (in its most extreme form, a global tax ‘race to the bottom’) in order to retain and attract investment. Thus, if policymakers in one or more jurisdictions introduce tax reforms to encourage growth-inducing investment, policymakers in other countries will be pressured to follow suit. In addition to
the direct competitive logic, in a different version of the argument, there is also a *structural* logic that impacts on macroeconomic policy: if governments assume that international capital flows are important for national economic growth and believe that investors respond negatively to poor fiscal and monetary policies, they will be induced to shape their macroeconomic policies accordingly, avoiding inflation and deficit spending. On this point, economists as diverse as Stanley Fischer (1998) and Joseph Stiglitz (2000) appear to agree. Either way, as a result of the constraints effect, it is anticipated that global interdependence gradually erodes the income and capital tax bases of the more developed (higher taxing, higher spending) countries, resulting in the state’s diminishing ability to finance public spending programmes, especially the welfare state. As a consequence, predicts the constraints hypothesis, governments claw back not only protective labour regulations but also social spending, which results in welfare retrenchment.

The ‘constrained state’ argument is reminiscent of the Friedmanesque idea of the ‘golden straitjacket’ according to which national governments who seek to grow their economies must generally abide by the neoliberal rule book to create the most favourable environment for transnational capital (Friedman 2000). Beyond these path-clearing measures, state efforts to govern the economy are either bound to fail, to warn off investors, or to incur trade sanctions.

Taken to its logical conclusion, the globalization of neoliberalism would therefore create a more *homogeneous* world in which diverse state traditions and political economy approaches would start to look the same. Thus in a related argument, many of the same analysts posited the erosion of varieties of capitalism and the concomitant diffusion of the so-called American or LME model (based, theoretically, on a minimal state, deregulated markets, and business-driven innovation). Homogenization arguments have been applied to all states outside the American neoliberal model—as much to the European welfare state model as to the East Asian developmental version. In such arguments the LME model is often posited, by globalization enthusiasts and critics alike, as the most viable one for a global economy (cf. Kay 2004: 310–11).

A virtual academic industry thus took shape debating the various ways in which the state’s economic role was being restricted or reconstituted by market forces at home and abroad and, in the process, giving rise to a ‘transformed’ institution to which the label ‘neoliberal’ was widely applied. While there has been much debate over the nature and extent of the changes, many agree that the state has undergone some fundamental ‘transformation’ and that neoliberal globalization lies behind it (Crouch and Streeck 1997; Held et al. 1999; Cerny 1997).

With the neoliberal label comes a useful, sometimes important—though essentially partial—perspective on the nature of state–economy relations in an international environment. The problem arises when what is true for a part of the policy apparatus is effectively generalized to the whole; and when the existence of a ‘tendency’ is conflated with wholesale transformation. Critically, what this means is that the idea of the state as a ‘polymorphous’ beast (Mann 1986) appears to be all but forgotten. Put differently, as a complex of political institutions whose parts have
evolved at different stages in response to different issues and constituencies, the state may well be neoliberal in one sphere (like trade unions), yet developmental in another (e.g. technology), a promoter of free trade in some sectors (financial services), yet mercantilist in others (agriculture or textiles).

As scholars begin more carefully to test the claims of homogenization and state transformation (e.g. Bell 2005), some important reminders of that complexity have begun to emerge from cross-national analysis of institutional and policy change: ‘...states are much less incapacitated by the rise of neoliberalism than is often appreciated’, observe one group of writers. ‘Instead, states can block, adapt to, mediate, and in some cases even reverse neoliberal tendencies’ (Campbell & Pedersen 2001:1). Below we discuss four main ways in which the hypothesis of ‘neoliberal state transformation’ has been challenged.

Taxing and spending: the ‘disciplined’ state?

Not surprisingly, there is a substantial empirical literature devoted to testing the constrained state hypothesis. Important contributions examining the tax competition and welfare effect of trade and financial liberalization include Garrett (1998); Garrett and Mitchell (2001); Quinn (1997); Swank (1998, 2003, 2006), Kaiser and Laing (2001); Hobson (2003); and Dreher et al. (2008). However, after more than a decade of research, the results of both quantitative and econometric studies are inconclusive: some studies report a constraints effect, while several others find no significant effect from exposure to economic openness. Schulze and Ursprung’s (1999: 345–47) survey of the literature on the relationship between international market exposure, the tax structure and government spending (which included several of the studies cited here), concluded that: ‘The general picture...does not lend any support to an alarmist view.’ At least at an aggregate level ‘many of these studies find no negative relationship between globalization and the nation states’ ability to conduct independent fiscal policies’. Almost ten years later, a more disaggregated econometric study of the impact on diverse social spending categories in the OECD over a thirty-year period similarly concluded that ‘globalization has not affected the composition of government expenditures’ (Dreher et al. 2008: 265). On the state’s fiscal activity over the forty-year period 1965–2006, for example, social expenditure in the OECD countries as a percentage of GDP increased from 16 per cent to 20.6 per cent (OECD 2007); while state spending overall in the OECD remained relatively robust, averaging 40 per cent of GDP (World Bank Development Report 2004). Looking beyond the rhetoric of ‘retrenchment’ and ‘rolling back of government’, what has changed, some writers suggest is that ‘the “growth” of the size of the state has been halted’ (Prasad 2006: 6)—at least for the moment.

In short, although the constrained state hypothesis is often presented as a fact of life, the relationship between international market exposure, macroeconomic policy, and the tax and spending structure is not established. IMF economists Tytell and Wei (2004: 35) note that ‘there are in fact surprisingly few tests of the constraints or “discipline
effect”, none of which match theoretical plausibility with robust causal evidence. Reporting on their own results, they conclude cautiously that ‘there is some modest evidence that financial globalization “may” have induced countries to pursue “low-inflation” monetary policies. However, there is “no evidence” that it has encouraged low budget deficits’ (emphasis added). Indeed, interviews with financial investors suggest an overall neutrality towards government spending on welfare unless it involves massive budget deficits that have to be funded by inflationary borrowing (Mosley 2000). Harvard economist Dani Rodrik dismisses the constraints effect more emphatically. The idea that ‘governments might be less inclined to squander their societies’ resources if such actions were to spook foreign lenders’ is disingenuous, he argues. ‘In practice . . . the discipline argument falls apart. Behavior in international capital markets is dominated by mood swings unrelated to fundamentals’ (Rodrik 2001).

It should also be noted that from a theoretical perspective, the effects of global integration are ambiguous. This is because, as others have argued, the constraints hypothesis ignores the politically ‘enabling’ dynamic of globalization, which may neutralize the effects of an external discipline. The enabling effect is made manifest at the level of domestic politics via resistance to welfare retrenchment or demands for compensatory expenditure. The so-called enabling effect thus appears to create new political incentives and economic opportunities for state involvement in the economy (Quinn 1997; Swank 2003; Weiss 2003). According to the ‘enabling’ hypothesis, the costs and benefits of neoliberal responses are conditioned by domestic institutional structures through which social preferences are framed, organized and expressed: the expected expenditure shift under globalization might thus be neutralized, minimized or reversed by political action (Swank 2003; 2006). Studies in this vein have pointed out that for all the talk of lean governments donning the ‘golden straitjacket’, the practical outcome of the global neoliberal agenda over the past three decades or so has not been, in most cases, to diminish either the state’s infrastructural power or its revenue base (e.g. Hobson 2003). If anything, they argue, globalization has impacted diversely in different institutional settings, helping either to restructure, reinforce, or expand state spending on social protection and to strengthen the power of many nation states to intervene in economic affairs. As one of the more recent studies concludes, ‘the effects of globalization might [thus] be exaggerated in the popular discussion and might simply not exist’ (Drehrer et al. 2008).

**New governance structures: the regulatory state**

A similar question has been raised regarding the idea of the state’s dramatic withdrawal from the market economy. Here the literature, using two eyes rather than one, shows that while the withdrawal of the state as ‘direct’ producer of goods and services (aka ‘privatization’) has been an important general trend, so too has been the ‘growth’ of the apparatus of ‘regulation’ in those same sectors. Christopher Pierson (2004: 105) notes: ‘One of the most keenly felt ironies of the “withdrawal” of
the state from its role as a direct producer of goods and services has been the mushrooming of the apparatus of “regulation” through which it seeks to exercise a continuing control over its divested functions.’ In short, deregulation has been accompanied by a process of reregulation, or in the words of Steven Vogel (1996): ‘freer markets’ mean ‘more rules’.

A number of authors have thus emphasized the paradox of the deregulation trend: namely, an unexpectedly larger role for the state and a new arena for state activism (Levy-Faur and Jordana 2003; Ciolfi 2005). Far from removing the state from the market, the neoliberal drive has required national authorities to set new rules of the economic game—whether devising competition policy for telecoms and other recently privatized utilities, or setting prudential norms for deregulated financial institutions (and sometimes failing to set these at all!). In turn, this has meant the creation of new governance structures to set and apply the rules (sometimes referred to as new forms of governance). In this context, a number of studies draw attention to the plethora of decentralized regulatory agencies and hybrid public–private structures which, being effectively removed from democratic oversight, in principle give the state more rather than less scope for action (Levy-Faur and Jordana 2003; Harvey 2005).4

However, while the growth of regulatory bodies has been a broadly observed pattern, the outcomes do not appear to support a convergence or homogenization trend. Vogel’s study of the Japanese experience (2006) encapsulates some of the key findings in the comparative literature with the notion of ‘patterned innovation’ to indicate that the process and outcomes of reregulation remain heavily informed by specific state traditions. In one of the most comprehensive comparative studies to date, Vogel (1996) found that in spite of implementing pro-competitive regulatory reforms similar to those adopted in Britain and the United States, in practice, Japan’s policymakers sought to preserve their authority in order to manage the terms of competition after reform—a conclusion reaffirmed in his follow-up study ten years later. Even financial liberalization, it appears, was not a jacket cut everywhere from the same cloth. In pace as well as approaches, states often differed, setting the rules of market opening to align with national development orientations and legitimacy needs (Thurbon 2003). Similar findings have been reported for trade and investment strategies (Thurbon and Weiss 2006), as well as for market opening in the telecommunications sector (Jho 2007; Yoo 2004).

While regulatory activism is perhaps one of the most widely discussed counter-trends to the neoliberal (qua minimal) state, it is by no means the only one. Several new state missions have been identified in the affluent democracies, ranging from ‘making systems of social protection and labour markets more employment friendly’ to ‘repairing the main varieties of capitalism’ (Levi 2006). In Levi’s terms, this is ‘market-supporting’—as distinct from ‘market-steering’—intervention. According to this argument, ‘market-steering intervention’ best describes what states did before globalization took hold. Such distinctions are most useful when applied to specific

4 Sometimes referred to as new forms of governance.
activities in specific sectors, but as a general descriptor of what states do now, compared with what they did in the recent past, the ‘steering versus supporting’ language is perhaps too blunt as an analytical instrument. Even when utilities were under state ownership, for example, there was very little actual state ‘steering’ of these entities. By the same token, however, when national authorities select a technology or sector for special sponsorship and resource allocation, as they do presently—e.g. in biotechnology, nanotechnology, new energy (see below)—the dividing line between ‘steering’ and ‘supporting’ breaks down. States have always done both and the mix in any context is a matter of empirical enquiry.

The activist technology state

Another important test of the neoliberal state argument relates to the state’s industrial activities. According to an influential view, states no longer do industrial policy (e.g. select or ‘target’ particular sectors for promotion and thus resource allocation) because this would involve interventions in the market that are no longer acceptable under the WTO. In this connection, the creation of the multilateral trade regime under the WTO, which has overseen extensive trade liberalization, is viewed as a key pillar of the neoliberal order. Where developing countries are concerned, for example, it has been powerfully argued that the WTO has been ‘kicking away the ladder’ by prohibiting the very policy tools—tariffs, subsidies, and capital controls, and the imposition of local content requirements on foreign companies—that industrialized countries once used in order to to grow their own economies (Chang 2002; Reinert 2007).

The ladder kicking metaphor is useful, however, only up to a point. While making it more difficult for those lower down the ladder, the rich states have been busy adding new rungs to aid their own (continuous) high-technology climb—promoting what they see as the foundation of the new knowledge economy. Under the rubric of S & T (Science and Technology) policy, the developed democracies have carved out ample room in which to grow their own industries within the multilateral framework—chiefly by setting subsidy rules that mesh with their own technology profile, which is knowledge-intensive. In such sectors, the new infant industries include biotechnology, microelectronics, and information technology, new materials, and nanotechnology. For example, the EU has doubled financial support for innovation in biotech under programmes which will run from 2007 to 2013. In most cases, the key directions are being forged and the programmes run in various forms of partnership with private-sector participants, including cofinanced VC funds, R & D consortia, and biomanufacturing facilities to assist fledgling biotechs through clinical trials. Even in ‘free-market’ Britain, the government has taken ‘proactive steps’ to greatly increase support to its biotech sector, in response to the industry’s own strategic assessment, expanding R & D subsidies, developing world-class manufacturing facilities, and forging public–private collaboration between the NHS and bioscience sector.

This is, in short, infant industry promotion, high-tech style, with a renewed role for state activism (i.e. not just passively setting tariffs as in the pre-WTO period).
multilateral regime may require states to abandon certain protectionist instruments, but right across the OECD, national authorities are actively seeking ways to foster their infant industries in the leading knowledge-intensive sectors, sponsoring initiatives in biotechnology, ICT, and the fledgling nanotechnology and new energy sectors in the belief that these are fundamental to future prosperity. The rules certainly seek to discipline states to lay off specified protectionist instruments; but this does not mean that states are taking a back seat. Rather, they have shifted gear to accommodate new needs: old-style import controls and subsidized production may be largely off the agenda, but the industrialized nations (who conveniently wrote the WTO rules in the first place) now have less need of these policy tools as they embark on a technology race. For their purposes, the more appropriate forms of technology industry promotion include R & D subsidies and cost-shared partnerships, intellectual property licensing and protection, technology procurement, standard setting, and sponsorship of venture capital funds (Weiss 2005).

The careful WTO relabelling of this activity as S & T policy is important—because language matters. But it does not hide the fact that it is effectively open economy industry policy. Otherwise put, S & T policy is a means of developing the knowledge-intensive infant industries central to the advanced industrial nations; it uses measures that are essentially functional equivalents of the old infant industry policies—once widely utilized to establish industries (in the traditional labour- and capital-intensive sectors)—but which are now largely prohibited. Thus although the WTO would appear to restrict policy space for those lower down the development ladder, the rules provide ample policy scope for those still at the top.

Varieties of capitalism: the institution-sustaining state

A fourth rejoinder to the idea of the neoliberalizing state derives from the varieties of capitalism perspective associated with the work of Peter Hall and David Soskice (2001). It offers an important theoretical challenge to the homogenization thesis (the idea that states and varieties of capitalism (VoC) are converging on the neoliberal model). VoC scholars develop a firm-centred institutional approach in order to show why global competition is not a zero-sum game in which one kind of capitalism is selected as the winner. Their perspective allows them to pinpoint different institutional strengths in each system that underpin their respective innovation capacities; moreover, these writers argue, because the national innovation system is based on institutional complementarities, a change in one arrangement that might be desirable (e.g. the welfare state) would necessitate changes in other areas (e.g. labour relations), which might be economically undesirable or politically impracticable. The general argument is that there is no one best system of political economy for generating growth in a global economy. In this framework, CMEs offer an efficient and stable alternative to LMEs (qua neoliberal capitalism), and firms with their distinctive national innovation capacities, which in turn rely on distinctive institutional complexes, are the central actors generating persistent differences across countries. Thus some nations maintain
strong labour regulations and high welfare spending because firms find this arrangement to be most efficient for their technology profile. Firms specializing in highly engineered high-cost products, as in Germany, for example, require highly skilled labour; this implies lengthy training, long-term commitment and stable employment relations. Employers in such countries can therefore be expected to support the institutions that complement their production profile (Hall and Soskice 2001).

Although the VoC thesis offers a rigorous theoretical rebuttal of the neoliberal homogenization thesis, it has certain shortcomings of its own. Some critics charge that it overstates the systemic coherence and ‘locked in’ nature of national institutions and thus presumes a degree of stability that ignores the transformative role of agency (see e.g. Crouch 2005). Another limitation of the VoC perspective is a tendency to portray the role of the state in largely passive, functional terms. Its proponents see the world as a two-forms-of-capitalism game in which the state remains in the background, supporting the status quo in conformity with firms’ requirements (Schmidt 2002). Governed market economies in which economic and political actors together coordinate change are not part of its framework. Even for CMEs, this neglect has led analysts to overlook the important ways in which these political economies adjust to economic and social challenges. It has been argued, for example, that the Dutch and German states played a critical role in supporting their innovation systems by reforming social policy, labour-market policy, and wage policies in the context of slow growth and fiscal austerity, sometimes working within existing corporatist frameworks, at other times, suspending or dismantling them in order to secure urgently needed reforms (Hemerijck and Vail 2006). Such criticisms regarding the overstatement of systemic coherence and the neglect of the state’s more active role can also be applied more broadly to the way in which LMEs are constructed in the comparative capitalism literature, a theme to which we return in the final section.

THE STATE AS SOLUTION: THE RISE (AND DEMISE?) OF GOVERNED MARKET ECONOMIES

A third perspective on the state in the economy sees state power not as a problem, nor as tightly constrained by economic integration, but as a potential source of solutions to the problem of national economic development. In the post-war period a number of countries in East Asia—beginning with Japan in the 1970s, followed soon after by its former colonies Korea and Taiwan, then further south, by Singapore—achieved the highest sustained growth rates ever recorded as they speedily transformed their industrial structures. How had they risen so far and so fast, out of poverty into the rich-country OECD club virtually within a generation, building successful industries from scratch and rapidly closing the technology gap? In the
normal scheme of things, climbing the ladder of industrial development meant steadily acquiring prowess in traditional labour-intensive sectors like food, textiles, steel, and the like; but East Asian firms went further and faster—eventually creating a swathe of high-technology industries, which included super-computers, robotics, semiconductors, and flat panel displays. By any stretch, this was an exceptional achievement in the history of industrialization.

It is no exaggeration to say that the rise of East Asia posed a serious challenge for economic theory with its market-led view of economic development. For exceptional results quite plausibly raise the possibility that something ‘out of the ordinary’ has produced them. Development scholars and area specialists proposed that the non-ordinary factor consisted in the role of the state. State actors in each setting, they argued, took a prominent and proactive role in coordinating structural change and the upgrading of technology (Johnson 1982, 1987; Amsden 1989; Wade 1990; Evans 1995; Chang 2002). From these analyses, the East Asian four emerged as different instances of a distinctive type of political economy, to which the terms ‘developmental state’ and ‘governed market’ system were applied. Using different methods, national authorities in each setting pursued an industrial strategy (i.e. selective or sectoral industrial policies) that combined import substitution with export orientation, while focusing on raising the investible surplus and shifting the technology profile upstream.

However, given the prevailing theoretical assumptions about government failure (and indeed the fact that industrial policies in various parts of the world were often associated with failure or lacklustre results), much subsequent debate centred on why, in these settings, such policies seemed to succeed more often than fail. Some studies drew attention to the importance of an incentive structure in which state support was conditioned by performance requirements:

rather than simply offered as handouts, subsidies were made conditional on exports and protection was time-limited (Johnson 1982; Amsden 1989). Conditionality thus had the positive feature of ensuring that the incentives were captured by firms that were able to compete in international markets, rather than going scatter-gun fashion to the strugglers. Others drew attention to much ‘below the radar’ (‘administrative guidance’) activity in which engineering-trained bureaucrats worked with domestic producers to identify new export opportunities and to remove obstacles, often ‘nudging’ international companies to work with potential local suppliers rather than source abroad. (Wade 1990)

But in spite of their different emphases, these studies also enjoined us to look behind the policies to the state’s institutional structure and normative political environment. Key to understanding why East Asian policies were largely effective, they argued, was the role of a competent economic bureaucracy, imbued with a catch-up mission and sufficiently insulated from the push and pull of special interests. Thus, keeping

---

5 For accounts that try to squeeze East Asia into free-market theory, and their counter-critique, see Wade (1992). The Japanese-funded World Bank (1993) reassessment of the whole East Asian development experience is widely viewed as a striking example of the attempt at paradigm maintenance and efforts to square the circle. For a balanced critique, see Lall (1994) and Cassen and Lall (1996).
definitions to a minimum, a developmental state could be defined partly by what it looks like—reliance on a pilot agency or network of agencies with Weberian characteristics of bureaucracy (competent, cohesive, mission-oriented, relative political autonomy or independence from special-interest pressures); and partly by what it does—technology catch-up and strategic (sectoral) industry policy. In its original formulation, the developmentalism of the developmental state was thus linked to its centralized bureaucratic control. But this understanding of the dynamics of the developmental state’s effectiveness changes as industrial development proceeds, as the research discussed next makes clear.

In further refinements of the idea of state effectiveness, the developmental state—while relatively autonomous from political pressures—is at the same time highly embedded in the surrounding economy, and connected to the private sector via trade associations. Its ‘embedded autonomy’ (Evans 1995) is what keeps it from capture on the one hand and predation on the other. In other words, if it is to be at all effective, the developmental state needs not just an independent sense of purpose; it also needs access to and information from the economic actors it seeks to influence. Although often using different language, a good deal of comparative research has offered support for this idea, highlighting the regularized forms of interaction and constant tailoring of policies to meet the changing needs of firms not only as economies opened up to international markets, but also as the tasks of technological innovation have become more complex (e.g. Anchordoguy 1988: 513; Weiss 1998; Amsden and Chu 2003; Wade 2003; Weiss and Thurbon 2004; Jho 2007).

The results of this body of research suggest that in moving up the technology ladder, the developmental state’s ability to ‘impose’ its decisions is of diminishing relevance to its transformative capacity. Of greater importance is a governance structure through which the state is able to institute a continuing conversation with economic actors about the opportunities for innovation and the obstacles to be overcome, and not least, the capacity to pursue such opportunities with a performance-based incentives structure that disciplines its beneficiaries. ‘Governed interdependence’ (Weiss 1998) is one way of conceptualizing the dynamics of this goal-directed governance structure, prevalent in the industrial bureaucracies of East Asia, but not necessarily confined to that region. In the case of the East Asian four, theorists of the developmental state argue that because of their normative and institutional equipment, these states had the capacity to produce effective outcomes with more consistency than most other developing countries. Thus, when looking to the much more ‘mixed’ development records of, say, Brazil and India or the countries of Southeast Asia and Latin America more generally, the difference they argue lies not in the presence or absence of industry policies per se, but in the character and purposiveness of their bureaucracies, in the extent of their political cohesion, and in the manner of their public–private linkages (e.g. Kohli 2004; Evans 1995).6

---

6 Both Kohli and Evans analyse comparative economic outcomes in several developing countries, offering different versions of state efficacy.
Accordingly, the idea of the developmental state does not entail either state dominance over business or timeless institutions for governing the economy (Johnson 1999). More generally, the relations between government and business in the neodevelopmental state differ from the more top-down model of the 1960s and 1970s. In the updated (‘open economy industrial policy’) version, the state actively engages a wide range of public and private actors in technology-focused networks, both domestic and international, which are tasked with the formulation and implementation of policies (Jho 2007; Pereira 2008; Weiss and Thurbon 2004; Ritchie 2002: 19–20). In Korea, for example, techno-nationalist ambitions continue to flourish in agencies most closely connected to the nation’s industrial strength in ICT, in particular, the Ministry of Information and Communications (MIC). No longer commanding economic outcomes from the heights, state agencies like MIC now coordinate a network of policymakers, local and international firms. In such cases, the state’s effectiveness in coordinating more complex industrial upgrading in the context of increasing openness has come to rely more heavily on a governance structure involving intense policy dialogue and partnering with the private sector and on the coordination of inter-firm networks for product development. Thus, while some have posited a neoliberal restructuring of the developmental state (Moon and Rhyu 1999; Pirie 2005), the contrasting hypothesis of ‘liberalization as a development strategy’ (Jho 2007) seems closer to the mark. Moving outside the Asian setting, a parallel argument has been applied to the state’s high-technology role in Ireland. Indeed some see Ireland as a new (‘networked’) type of DS (e.g. O’Riain 2004). Whether such new labels are warranted, they should not be allowed to blind us to important parallels with the neodevelopmental states of East Asia.

More generally, there is one common ingredient of developmental states that lies beyond the grasp of all such new labels, namely, the political ‘will’ to pursue transformative projects. Although it is fashionable to emphasize state capacity constraints in a globally interconnected environment, the prior importance of political will is much more easily overlooked or taken for granted. Yet political will (qua commitment to industrial transformation) is the fundamental ingredient of state developmentalism. In its absence, the capacity to meet new demands under changing conditions (e.g. via new governance structures) will come to naught. As the most comprehensive study of Japan’s remodelled capitalism observes, for all the liberalizing reforms, what remains in place, is: ‘a [bureaucratic] commitment to promoting Japanese industry, a tradition of working closely with the private sector, and a fierce determination to preserve its own authority’ (Vogel 2006: 218). In this light, the argument that ‘governments are most constrained when they believe themselves to be powerless, and least constrained when they do not’ (Vogel 1996), deserves to be taken seriously.

Debate over the developmental state argument has been both broad and deep, covering issues ranging from the sources of state developmentalism to its

---

7 The self-conscious articulation of this principle by the industry policy arm of the Taiwanese state is discussed in Weiss and Thurbon (2004).
consequences and, most recently, to its institutional viability in a global economic
environment.\(^8\) Although for many the developmental state ‘has been one of the most
compelling explanations’ for Asian economic development, the question of how far
this depended on a particular kind of governmental bureaucracy is difficult to
determine because of the coexistence of several other factors, including favourable
international political and economic conditions (Pempel 1999: 136). More conten-
tious however is the extent to which developmental strategies have paid off. Indeed,
the debate over the effectiveness of industrial policy is inconclusive because of a
deficient methodology, as a result of which econometric models fail to capture the
policy effects (Rodrik 2008).\(^9\) Criticisms of the developmental state interpretation of
East Asia’s rise have thus ranged from sweeping claims that intervention made no
difference to East Asian growth, to the opposite assertion that these economies would
have grown even faster without government guidance.\(^10\) While it is reasonable to
approach with caution claims about the effectiveness of the developmental state’s
industrial policies, this is a far remove from the neoclassical assertion that the East
Asian four industrialized by following free-market prescriptions. At the very least, the
fact that industrial policies were used abundantly throughout the ‘miracle’ econo-
phies of East Asia in their fast-growth phase belies the ‘failure’ assumptions of the
neoliberal interpretation (Chang 2007).

In the most recent version of the neoclassical/neoliberal\(^11\) critique, commenta-
tors have suggested that the Asian financial crisis of the late 1990s demonstrates the
ultimate failure of the GME or developmental state model of development and that
Taiwan, South Korea, and Japan have been discarding their governed market
system, reforming themselves along the lines of the American market-led model.
Thus, this reasoning continues, whatever validity that governed markets, sectoral-
industrial policy, and the developmental state may have possessed in earlier times,
their time is past.\(^12\) Two points are in order here. First, regarding the demise of
East Asia’s erstwhile governed market economies, suffice it to note that the more
sustained empirical research in the region—much of which has been discussed
earlier—suggests that developmental states have been reinvented rather than retired
(e.g. Woo-Cumings 1999; Amsden and Chu 2003; Vogel 2006: 219). Many of the

\(^8\) For an overview of the main issues, see the important collection edited by Woo-Cumings (1999).
\(^9\) For example, as indicated earlier, the East Asian approach typically involved two important
features, neither of which are captured by existing econometric models. The first was the existence of
engineer-type bureaucrats who, in a sustained dialogue with industry actors, regularly analysed the
import profile in order to identify the higher-value added items that could, with sufficient public
encouragement (e.g. ‘nudging’) and support, be made locally for export (Wade 1990). The second feature
was the attachment of incentives to measurable performance conditions. The point is that these policy
measures are hard to capture in econometric models, which are more at home dealing with such items as
tariffs and official subsidies (see e.g. Noland and Pack 2003).
\(^10\) See n. 5.
\(^11\) The terms are sometimes used interchangeably to indicate the association of neoclassical economic
theory with neoliberal policies.
\(^12\) Wade summarizes this critique in the Introduction to his 2003 edition of Governing the Market. For
an assessment of the book’s arguments and their applicability to the East Asian region post-Asian
same analysts have also observed that—from China to India and South Africa—
their developmental strategies continue to offer a point of reference and model for
emulation. Second, a very large dose of caution is warranted when issuing com-
parative judgements that elevate the virtues of one model over others. This point
is vividly underlined by the sudden swing by many of its former admirers against
the American system. Laid low by the 2007–8 financial collapse and by its spectacu-
lar failure to curb widespread abuses and corruption (Altman 2009), the free-
market model is increasingly the object of scorn rather than admiration or
 emulation.

This leads to our final question as to how well the United States fits its own label.
An emerging literature on this topic throws into doubt the idea of a coherent
neoliberal model to which other states are allegedly conforming.

**THEORY VERSUS PRACTICE: IN SEARCH OF THE NEOLIBERAL STATE**

Analysts often hesitate when classifying countries as this or that type of capitalism led
by this or that type of state. Yet they have hesitated less when applying the neoliberal
label, regularly treating the United States (along with Britain) as a clear instance of a
liberal political economy in which the state remains mostly aloof from the market. In
practice, of course, the American neoliberal model of free-market-minimal state is
not a plausible description of how any market economy ‘works’. Indeed, it more aptly
describes countries where markets are dysfunctional or weak, such as Nigeria or
Haiti. Ironically, however, it ‘is’ a plausible description of how the US financial sector
worked—where since 1999, three critical prudential regulations have been stripped
away or rejected\(^\text{13}\)—at least until its spectacular collapse and bailout in 2008. Beyond
the (albeit major) exception of the state’s regulatory approach to the financial sector,
the reality of the United States and the market systems of Western Europe is not the

\(^{13}\) Among the most important regulatory acts of omission and commission were: (a) the 1999 repeal
of the Glass Steagall Act which separated commercial banks and investment banks, thus enabling the
growth of a vast unregulated shadow banking industry; (b) the 2002 Congressional exemption from
regulation of numerous derivatives (including credit default swaps), enabling massive expansion of
unregulated financial products; and (c) the 2004 decision of the Securities and Exchange Commission to
remove an old regulation limiting the amount of debt that the big Wall Street investment banks could
take on, thus unshackling billions held in reserve to cushion against losses. The *New York Times*
Editorial ‘Don’t Blame the New Deal’, 28 September 2008, gives an instructive account of regulatory failure;
some excellent pieces of *NYP* investigative journalism are reported in the months of September and
October, including Stephen Labaton’s ‘Agency’s ‘04 Rule Let Banks Pile Up New Debt’, October 2. For a
broader discussion of the repercussions and responses to the US financial breakdown see Simon Johnson
(2009).
minimal state but ‘the embedded market’, for these economies have ‘the largest, most powerful and most influential governments the world has ever seen’ (Kay 2004: 311). Beyond the general truism that all modern markets are politically embedded, however, there is more to the American model than meets the neoliberal eye. This ‘something more’ has often been noted with regard to aspects of its labour market (Blyth 2003), its social spending (Galbraith 2007) and its home-ownership model (Seabrooke 2006; Schwartz 2008), where state intervention has been significant in shaping the ways that these markets work.

Perhaps even more at odds with the neoliberal tag is the US innovation model and the public–private networks that sustain it. In this context, what deserves emphasis is not the state’s liberalism, but its developmentalism, which in some major respects pushes it towards the governed market end of the spectrum (Block 2008; Weiss 2008). Although virtually invisible in the story that is normally told of post-war US development, the federal state has been deeply involved in governing the market, financing techno-industry development, licensing, protecting, and procuring its firms’ innovations, as well as helping to create and expand their markets at home and abroad. A substantial research output on US innovation shows that most of the high-technology sectors in which the US economy now leads—from computers and software technologies to semiconductors and aeronautics—owe their start to the funding, infrastructure, and purchasing programmes of the state (Mowery and Nelson 1999). Even the development of a commercial biotechnology industry is a state-led story whose strategic origins have only recently come to light through archival analysis of declassified material (Hurt 2008). In particular, it is difficult to overstate the developmental importance of federal ‘technology procurement’ as an engine of US innovation. In other words, to the question: ‘where do US innovations come from?’ a very large part of the answer would include: ‘government contracting to buy things from the private sector that do not yet exist or which need to be adapted for public use’ (Weiss 2008). That, in essence, is the meaning of technology procurement. Its role in promoting the IT sector and the emergence of Silicon Valley has been well documented, notwithstanding the myth of pure market development (Kenney 2000). If the early stages of Silicon Valley had no need of private venture capital or stock markets, it was because it could rely on ‘the biggest angel of them all’ (Leslie 2000)—namely, the US government—which provided both the capital and the demand pull of a huge federal market. Today, armed with an annual procurement budget of $450 billion—more than $1 trillion if the states are included—the state plays a very large role in the economy, not least through proactive, innovation-led procurement.

Lacking the broad political legitimacy and hence ‘normalization’ of the East Asian version, US developmentalism has nonetheless remained relatively ‘hidden’ (Block 2008). Indeed, one may observe that in the very period when neoliberal theory became globalized in political discourse, US policy began to diverge more markedly in practice: in the course of the 1980s when the United States, challenged by Japan, began to lose its lead in one advanced technology after another, the federal agencies began imparting directional thrust to the economy, fostering a
series of public–private R & D partnerships, fielding a host of manufacturing extension services, and establishing a federally-funded innovation programme that now disperses more than US$2 billion annually as the world’s largest venture capital fund (Weiss 2008).

The problem with labels

Does this mean that the United States is no longer an LME? Or does it mean that such comparative capitalism typologies have more limited value? Analysts whose work was discussed earlier have developed the notion of institutional complementarity to justify their systemic labels and to explain why national systems are unlikely to converge. As well as drawing attention to the benefits of retaining existing institutional arrangements, the idea of complementarity draws attention to the attendant costs and difficulties of making changes to the rules of the game in one area without affecting all the other interconnected elements (Hall and Soskice 2001; cf. Amable 2000). However, as we saw, critics charge that this approach overstates systemic coherence, thereby ignoring or dismissing the significance of institutional anomalies or hybrid forms (Campbell 2004; Crouch 2005). Much of this discussion about institutional complementarity, however, relates to the micro-institutions of the economy, not to the state.

The state is a different story. For one thing, it is internally a quintessentially, non-unitary configuration whose various components have crystallized at different points in time, experienced often separate histories, and become linked to different constituencies. Complementarity among the various parts (agencies) is therefore likely to be rare rather than typical. Thus even in the same issue area (the economic–industrial bureaucracy for example), actors in one part of the institution may be, or become, state-power averse and laissez-faire in their approach to economic advancement (notably, for example, in the US financial administration and its regulatory bodies); in another agency, however, state actors may be quite differently oriented, basing their approach on the understanding that national (qua economic) security and government involvement are tightly coupled (e.g. the network of US agencies involved in technology procurement, for example, the Department of Defense, the CIA, NASA, the Department of Energy, the National Institutes of Health, the Department of Agriculture).

The problems raised by tying polymorphous institutions like states to particular labels are thus especially apparent in the US context where one finds both liberal and networked statist (governed market) components in those parts of the state that interface with the private sector. In the US setting, this internal disjuncture between liberalism and statism—between opposition to and support for the use of state power for economic development—is reflected in a normative environment that regularly demonizes industry policy for strictly commercial results, unless framed in the language of national security and linked to its pursuit. The result is often a hybridization of the state whereby national security agencies take on private-sector characteristics (e.g. the CIA becomes an angel investor taking equity in private
companies in order to fund the commercialization of security-relevant projects). Alternatively, a quasi-hybridization takes place via the reconstruction of national-security agency missions to encompass commercial goals (see e.g. Fong 2000).

In considering the implications for identifying the neoliberal state or even its developmental counterpart, Colin Crouch’s comments seem appropriate: it is not that we can or should abandon labelling as such, since it is useful, even necessary, but labels should come with a cautionary note attached so that instead of asking ‘to what type does this case correspond?’ one would ask ‘examples of what type do I find in this case and in what proportions?’ (2008: 533, 535). Whether there are now so many elements of the governed market type that the US state can no longer be considered an example of the neoliberal type that it was once thought to be remains a question for systematic empirical research. But the point remains that even considering the United States as the most widely recognized exemplar of an LME, there is more scope for variety ‘within’ a state type than existing comparative capitalism categories allow.

As global integration proceeds and as economies approach the technological frontier, so the role of state agencies appears to take on renewed importance. Some governance structures and practices of the governed market economies as they evolved in East Asia are now diffusing to the major economies, perhaps more markedly in the United States than in other Anglophone economies, some of whose institutional innovations now depart substantially from the standard LME model.

**Conclusion**

The theory of neoliberal state transformation that has dominated the social science literature in recent decades is in part prescriptive (states ‘should’ act in certain ways and not others), and in part deductive (given certain conditions, states ‘must’ act in given ways). Empirically, however, the idea of a neoliberal or laissez-faire state, a developmentally inert state—encaged by global markets and confined to the role of market facilitator-cum-competition regulator—is not established.

There is no question that liberalizing reforms—from privatization via the sale of state-owned companies to trade, investment and financial liberalization via the negotiation of bilateral and multilateral treaties—have been widely diffused throughout the globe. Significant policy liberalization, however, has not retired the state from transformative economic tasks. Even so-called liberal states at the technological frontier are deeply if not widely engaged in governing the market for high technology, targeting knowledge-intensive sectors for special promotion as the global technology race intensifies. Climbing the ladder of technology development is a continuous enterprise and where the stakes are high, states rarely leave things to

---

14 The CIA’s hybridized model of technology procurement is discussed in Weiss (2008).
the market. More significant than the pressures of the international environment are those emanating from the normative environment that informs and sustains state purpose. Despite some cracks in the latter, there remains a greater degree of legitimacy for economic activism than for neoliberalism.

Arguably, the neoliberal state is a fiction because it treats the state as unitary and thereby misidentifies the part for the whole. (The United States—neoliberal in finance, but interventionist in national innovation—is the exemplary case.) Yet the fiction has been influential. One reason why it has been so influential is that the challenges of globalization that allegedly constrain state activism are very well publicized (though not necessarily well established—as we saw in the case of the relationship between capital mobility and macroeconomic policy); whereas the challenges of globalization that valorize state activism are much less widely discussed, let alone well understood. One reason for this lopsidedness, I have suggested in the introduction to this chapter, bears on the sociology of knowledge, namely, the intellectual legacy of cold-war politics.

We can expect some of this analytical lopsidedness to be rectified as the worst financial crisis in history begins to demand rather more, not less, capacity from state authorities over the coming years. Such new circumstances should prompt a research agenda that delivers a more nuanced understanding of the ways in which the maintenance and growth of the global economy—far from precluding an active role for the state—tends increasingly to demand it.
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In his early study of the economics of capitalism, Oliver Williamson wrote that ‘in the beginning there were markets’ (Williamson 1975: 20). By contrast, institutionalist analysis begins from the assumption that in the beginning there were social relations out of which emerged, in specific contexts and forms, market processes (see for example, Durkheim’s classic account of the social origins of contract in contrast to Spencer’s individualism, Durkheim 1997). Comparative institutionalist analysis aims to investigate different patterns of markets, how they emerged, are reproduced, managed and changed. Markets do not exist in a state of nature. There have to be social and institutional rules which underpin contracts and market exchanges. Five particular sets of rules can be distinguished that can be used to interrogate and investigate any market situation;

- **Who** sets the rules in markets?
- **What** are the rules in particular markets?
- **How** are the rules implemented, sanctioned, and enforced?
- **When** are market exchanges allowed to take place?
- **Where** are markets situated?

These are the themes around which this chapter develops.

---

1 I would like to thank John L. Campbell and Colin Crouch for their insightful and invaluable comments on earlier versions of this chapter.
This chapter begins by providing an initial framework for identifying market processes. It then describes the conditions of existence of such processes and the embeddedness of such processes in social relations and social institutions. This requires a historical perspective in order to distinguish the emergence of local market relations within non-market societies from the development of market societies per se. Market societies imply the existence of relatively stable institutional orders that facilitate the formation and operation of markets in a wide range of domains. The legitimacy of this mode of organizing economic activity and arguments about its scope are considered as part of a general question about the morality of market societies. In keeping with the comparative perspective of this book, an important aspect is that different forms of market society emerge and these reflect the politics and institutional formation of particular societies at key historical moments of development. However, this focus on specific territorially bounded and state organized market systems is not in itself sufficient. Adapting John Donne’s words, ‘no market society is “an island entire of itself”; every market is “a piece of the Continent, a part of the main. . . . And therefore never send to know for whom the bell tolls; It tolls for thee.”’ Different markets and market societies are tied together, no matter how differently their institutions may be organized; disjunctures in one market ripple through and impact on others, a point also recognized in the work of the nineteenth-century economist, Walras, in terms of developing a ‘general equilibrium’ model of markets. In this sense there is one single global market differentiated and demarcated in many complex ways but nevertheless tied together and interdependent (Arrighi 1994, 2007; Wallerstein 2004). A comparative institutionalist analysis of markets therefore has to be about, firstly, particular markets and how they are socially embedded, secondly how particular market societies (the national level) influence and shape this embeddedness process and thirdly how markets spread across national boundaries and develop forms of embedding that are global or international in scope. This is very clearly the case in the current period because of the influential role of the diffusion of a particular model of market society, that associated with neo-liberalism, and its role in pressurizing societies to change their social institutions in order to allow markets to operate more on the free market liberal model. The chapter therefore considers the debate on the diffusion of the neo-liberal market model and examines the ways in which particular models of markets are becoming embedded in international and global processes. In this respect, the question arises as to whether there is a market for markets, how such a market might be said to operate and in particular how political factors structure that market by making certain forms of market structure more legitimate than others.

2 Although there are arguments to this effect particularly in Marxist scholars like Wallerstein and Arrighi, it was Colin Crouch in particular who helped me to understand the significance of this for my own analysis in this chapter. I return to this issue in the final section of the chapter.
What are Markets?

For most economists, the concept of ‘the market’ is an analytical category separate from any temporal or spatial embodiment. By contrast, historians and sociologists take a different starting point beginning with the idea that markets are embedded in societies. Braudel, for example, expresses some of the key themes in this transition:

Without [the market] there would be no economy... only a form of life ‘embedded’ in self-sufficiency or the non-economy. The market spells liberation, openness, access to another world. Men's activities, the surpluses they exchange, gradually pass through this narrow channel to the other world with as much difficulty at first as the camel of the scriptures passing through the eye of the needle. Then the breaches grow wider and more frequent, as society finally becomes a ‘generalized market society’. ‘Finally’: that is to say with the passage of time, and never at the same date or in the same way in different regions. So there is no simple linear history of the development of markets. (Braudel 1985: 26)

Braudel emphasizes the need for the historical analysis of how markets emerge in specific institutional contexts and it is this interplay between institutions, historical path dependencies, and market processes that is the main object of this chapter. However, Braudel also emphasizes another aspect of the commonality of markets, the sense of something singular yet diverse underneath particular manifestations of markets. This is the specifically moral and political embeddedness of the emergence of markets. Hirschman, for example, argued that the initial proponents of markets perceived themselves as having a ‘civilizing’ mission (Hirschman 1977, 1982). Markets were a way of taming the ‘passions’ in societies built around warfare and military activity by engaging instead the ‘interests’ of various key social actors. Whereas ‘passions’ know no bounds beyond the achievement of their goals, ‘interests’ are calculable, capable of compromise and negotiation. Hirschman is interested in how societies make this shift from passion and warfare to interests and trade. In this model, trade and markets grew in ways which tie people together across boundaries and make their interests interdependent. For many theorists of market liberalism, this interdependence of interests is central to undermining the potential for armed conflict. Helleiner states that the early market liberals such as John Stuart Mill and Cobden ‘viewed this cosmopolitan case for free trade as ultimately much more important than Ricardo’s economic case. As Mill put it, “the economical benefits of commerce are surpassed in importance by those of its effect which are intellectual and moral”. Free trade was, in his words, “the principal guarantee of the peace of the world” which would contribute to “uninterrupted progress of the ideas, the institutions and the character of the human race”’ (Helleiner 2002: 313).

What is termed the doux commerce thesis associated with Adam Smith and the early economic liberals argues that ‘markets nurture a long list of bourgeois virtues including integrity, honesty, trustworthiness, enterprise, respect, modesty and responsibility’ (Fourcade and Healy 2007: 4) through freeing the individual from the constraints of feudalism and encouraging creativity and innovation.
Furthermore, these virtues are not externally imposed but arise from the pursuit of self-interest.

Undoubtedly, the *doux commerce* thesis has gone through multiple mutations and as broader social conditions changed it became asserted in a new language that challenged growing state intervention, most notably in Hayek’s ‘The Road to Serfdom’ first published in 1944 but increasingly influential in the broader rise of neo-liberalism in economics and politics during the 1970s and 1980s (Hayek 1944). Nevertheless, this aspect of the market still remains significant. For example, in their recent effort to identify the ‘new spirit of capitalism’, Boltanski and Chiapello argue that ‘to be capable of mobilizing people, the spirit of capitalism must incorporate a moral dimension’ (Boltanski and Chiapello 2005: 486). They identify this as emerging from various forms of critique where the market becomes the object of analysis. On the one hand the market is a site of inequality and exploitation but it is also a site of liberation, excitement, and freedom. The tension between these two forces is expressed in the elaboration of various historically specific forms of critique that drive capitalism into new forms of organization. The liberatory elements of the market were also shown in the way in which neo-liberalism in the 1980s constituted the appeal of markets and democracy against the faltering Soviet system. The collapse of the Soviet alternative left the neo-liberal cause as dominant on a global scale, leading Fukayama to pronounce ‘the end of history’ (Fukuyama 1992). If markets were triumphant, however, their legitimation was not utilitarian or even efficiency based but inherently moral as it had been when Adam Smith sought to articulate a vision of market society. As Fourcade and Healy state ‘the discourse of the market is increasingly articulated in moral and civilizational terms, rather than simply in the traditional terms of self-interest and efficiency’ (Fourcade and Healy 2007: 27). In this sense, specific market forms partake of, respond and reshape this morality, with the consequence that the making and managing of markets is an arena of multiple dimensions of conflict and debate. In this respect, the specific combination under the Bush presidency of neo-liberal economics and the use of military as well as economic and political power to spread approved forms of democracy and markets indicates another twist in the relationship between markets and morality. Institutionalist analysis of markets, therefore, needs to grasp this dynamism at the same time as it searches for the sources of stability in markets.

In terms of approaching such a complex and diverse topic, a useful place to begin is with Weber who with his usual perspicacity offers a definition of the ‘market situation for any object of exchange’ that sets a framework for further analysis. He states that by the term ‘market situation’ ‘is meant all the opportunities of exchanging it (the object of exchange) for money which are known to the participants in exchange relationships and aid their orientation in the competitive price struggle’ (Weber 1978: 227). The following section considers each of these in turn as features of markets before moving on to consider the social institutions that underpin these processes.
Markets as distinctive sites of exchange

Historical research emphasizes that in pre-modern societies markets generally had a specifically confined spatial and temporal existence. In Europe and elsewhere, kings and princes gave permission for markets to take place in particular places and at particular times of the year (Braudel 1985). Markets were carefully bounded off in time and space from the rest of social life. Whilst the conditions under which such boundaries are made and monitored has considerably changed, it is nevertheless the case that markets still tend to be confined spatially and temporally in various ways. Consider, for example, financial markets. The major stock exchanges of the world still have their trading hours. Whilst the traders themselves can in theory trade 24 hours a day now that their screens keep them in touch with exchanges throughout the world, the exchanges themselves have limited opening hours (Knorr Cetina and Preda 2005). Up until around the 1980s, these markets were still associated with a fixity of place; if a person wanted to trade shares in a company quoted on the London Stock Exchange, they had to come to the floor of the exchange and do so (or more likely instruct their broker to do so). Trading pits where the market is made still exist in some financial markets even if most trading can now be done through the virtual space of computerized networks (MacKenzie 2006; Zaloom 2006). The spatial and temporal fixing of market transactions has the advantage that it makes visible to all participants what is going on—what objects are being traded, the supply and demand for the objects, and the impact on prices. Once market relations move away from this model (which they have done across a range of transactions in modern societies) and visibility and transparency is reduced, new risks and uncertainties arise. This is even more the case when buyers and sellers are not buying and selling in order to use what is being exchanged but in order to trade it on to others.3 We can therefore expect to see multiple conflicts and negotiations between buyers, sellers, and intermediaries around the conditions under which markets are spatially and temporally confined and how this relates to conditions of transparency and competition.

Market objects

What can be exchanged on markets? Markets require that there be objects of exchange that are alienable, i.e. they can be transferred from the buyer to the seller. A key issue here is that a set of property rights in the object have to be established. Somebody has to own something before they can legitimately sell it on the market. Commodities need to have the characteristic that they can be passed cleanly from one actor to the other in a market transaction without trailing behind a web of other

3 The complexity of these secondary markets, particularly as they have developed in sophisticated financial markets for options and derivatives, needs special attention, since in Marxist terminology, the use value of the object of exchange may be simply as an item of exchange and its connection with any material object capable of being consumed is entirely fictional.
diffuse obligations. For markets to exist, there have to be property rights in objects and commodities, which enabled the seller to sell on the marketplace and the buyer to buy. The commodity has to be constituted so that there can be property rights in it. This requires that the commodity can be treated as though it had a separate, finite existence reflected in alienable ownership. As Callon says: ‘one is not born a commodity, one becomes it’ (Callon 1998: 19). Nothing is automatically a commodity, i.e. a package of clearly related qualities that are standardized (and therefore available for comparison and pricing), measurable, and ownable. In Callon’s terms, the commodity ‘must be decontextualized, disassociated and detached’. For Callon, the commodity has to be given a set of qualities that attach it in a material way to markets. Callon et al. state that: ‘The characteristics of a good are not properties which already exist and on which information simply has to be produced so that everyone is aware of them. Their definition, or in other words, their objectification, implies specific metrological work and heavy investment in measuring equipment’ (Callon, Meadel, and Rabeharisoa 2002: 198–9).

Callon emphasizes what he terms systems of calculation and the technostructures that enable commodities to take shape in markets. Other sociological accounts of the emergence of products tend to focus more on issues of culture and morality as determining what can and cannot be put up for sale. Shifting morality has shaped and changed markets for a large number of other commodities ranging from tobacco, alcohol and drugs through to markets for blood, sex, body parts, and children (Healy 2006). Zelizer, for example, examined how the establishment of a market for life insurance in the US required that potential consumers saw this as a matter of prudent risk management rather than a gamble on somebody’s life (Zelizer 1983). In later work, she has continued to explore the inter-relationship between money, markets and intimate aspects of social life, revealing the conditions under which personal acts such as sex, having children, bringing children up, looking after the ill and the elderly become subject to market relations, where prices are given and exchanges can be made (Zelizer 1985, 1994, 2005). 4 MacKenzie and Millo (2003) show also how the early derivatives markets were affected by similar debates; so long as these products were seen as essentially a gamble on the forward movement of prices, they were considered as not appropriate for financial markets. It was only after it became possible to argue that there was a rational scientific basis to their pricing (provided by the Black-Scholes formula) that they rid themselves of this stigma and were really able to expand. This sort of intertwining of science, politics, and morality is characteristic of the formation of new markets in the contemporary period (Strathern 2002).

4 It is worth noting in passing that there is more complexity here that could be addressed. For example, things can be sold on legal markets but in illegal ways (through misrepresentation, fraud etc.). Other things may be sold in the informal economy where issues of legality are less significant than questions of reputation, reciprocity, and possibly coercion. Finally there are many things which are sold on illegal markets such as prohibited drugs. This chapter concentrates on legal markets.
The idea that there are things which cannot be sold on the market, that there is a sphere of social and economic relations outside the market is important both historically and in relation to more contemporary processes. It is important to know what is outside market relations in order to understand what is inside and more importantly how and why the boundaries shift. In historical terms, exchange per se has played a limited role in human subsistence and where it has emerged it has taken many different forms. Anthropological studies of systems of reciprocity and barter have revealed that these can contain highly complex mechanisms of exchange in which calculations about honour, status, and prestige can carry obligations over time and place through various symbolic and oral means. Mostly, however, as Braudel states: ‘the world of the peasants was of course par excellence the zone excluded (or at least half-excluded) from the market; this was the world of self-sufficiency, autarky, a self-contained life. Peasants had to be content their lives long with what they produced with their own hands, or what their neighbours could give them in exchange for a few goods or services’. (Braudel 1985: 55).

If the position of market exchange in historical terms is limited, it is also important to recognize that the advent of modern capitalism constitutes a new form of non-market transactions—those associated with the redistributive function of the state. States in modern societies are legitimized through their claim to represent the will of the people as expressed through the institutions of democracy and equality before the law and characterized by citizenship claims. These set up a fundamental tension in capitalism between forms of equality under systems of liberalism and democracy and forms of inequality emergent under market conditions (see also the chapters by Streeck and Weiss in this volume). T. H. Marshall identified this as the source of debates about how far citizenship rights could be expanded into spheres of social and economic life (Marshall 1950), through state provision of rights to health, education, and welfare as ways of overcoming the inequality of outcomes generated by market relations. This distinction between market and non-market forms of distribution and how the boundaries between the two are organized, negotiated, and reconstructed is central to the debate on comparative capitalisms as societies manage these tensions in different ways depending on their history, the challenges which they face at particular times, and the characteristic pattern of social relations and power.

The medium of exchange in markets: money

Market exchange is based on money (for the best comprehensive discussion of money from a sociological point of view, see Ingham 2004). Standard economic accounts define money as ‘a means of exchange, a store of value and a unit of account’. As a unit of account, money becomes the medium through which all goods and services become commensurable and comparable. Generalized systems of exchange require money as a unit of account in order to come into being. In this context, money is a unit of measurement. Money as a means of exchange expresses a different dimension; it implies a materialized existence in some form—traditionally metal and paper—that
is accepted in a particular context as a relatively stable store of value. In principle, money can be held without losing value; it can be spent anywhere within a particular currency area or it can be saved and used at a later date. Carruthers states that ‘as a unit of account’, ‘money permits comparisons and evaluations; it measures the relative worth of commodities and services. Money commensurates alternatives and promotes rational decision-making’ (Carruthers 2005: 356). Weber similarly places central weight on the way in which money works stating that ‘from a purely technical point of view, money is the most ‘perfect’ means of economic calculation’ (Weber 1978: 86). Money enables the competitive price struggle to emerge as buyers and sellers compare prices and adjust according to supply and demand.

Because money is ‘abstract’ and ‘fictitious’, it can only work effectively if people trust that its ability to act in the expected way is somehow secure. For centuries, this security was based on combining two characteristics. Firstly, coins were struck in precious metals; they could therefore be melted down into the precious metal and sold on if necessary. For this reason ‘debasement of the coinage’ by adding non-precious metals or ‘clipping coins’ was a serious crime in pre-capitalist England carrying a maximum penalty of death. Ironically, at this time, governments were most guilty of debasement and clipping as ways to create more money for themselves. This reflects the fact that the security of the currency relied also upon the nature of the issuer. Coins were pressed with a symbol of the ruling power on one of the sides. The ruler was in effect guaranteeing that the coin was the proper weight for the value shown on it. It also designated the territory of the ruler within which the coin was currency. In pre-modern Europe and the post-Columbus Americas, it was common for coins of relatively high worth to circulate across state or imperial boundaries because their precious metal component gave them a common value.

Ferguson, for example, notes that there were seven different forms of coinage in circulation in the medieval trading centre of Pisa (Ferguson 2008). This, however, reveals the second element of money which is that historically it has rarely been confined into a specific material form. In order for a system to work which had multiple currencies, there had to be intermediaries willing to trade back and forth across different currencies. This was done by developing bills of exchange, in effect promises to pay in the future, which allowed the holder to convert the paper into a currency at a discounted rate. Thus what might be described as paper money existed alongside previous metal coins, expressing a situation of credit and debt between two parties. The issuance of paper money by states developed this process further, particularly when paper money was no longer backed by a promise to pay the bearer in a precious metal.

Money is not therefore a simple intermediary in markets, solely a neutral arbiter for a way of measuring value and a unit of exchange. It constitutes its own specific set of social forces that shape markets. Of particular importance is the way in which money both stabilizes and destabilizes broader social relations. Money is the primary way in which markets are released from the bounds of face-to-face bargaining and instead become disaggregated across time and space. The expansion of money more widely meant that social actors did not have to literally meet in a market and
exchange money for goods. As the forms of money became more diverse and methods of storing and transferring money more complex and virtual, so market relations moved away from being fixed in particular spaces and times. However, this leads to the problem of realizing values in markets when time and space separate buyers and sellers, which in turn is managed through the provision of money and credit and the development of various sorts of intermediaries and agents. Market situations are complex bindings of different time horizons and different geographical spaces that are mediated through the mechanisms of money and credit. Money is the way in which market exchange breaks through temporal and spatial boundaries to interconnect societies and economies. However localized markets may appear, through the mechanism of money and credit, they are integrated into wider networks that span spatial and temporal boundaries and gradually connect all the parts together. It is impossible to examine any form of market without examining how money and credit is implicated into the exchange relationship. As Swedberg has recently stated ‘money and markets . . . belong together’ (Swedberg 2005: 250).

Money is essential to setting prices in markets. However as Swedberg notes ‘few sociological studies of how prices are set exist’ (Swedberg 2005: 249). Recent work in the social studies of finance has emphasized the material aspect of money and the technology required to bring a ‘price’ into being. Beunza et al. state that ‘a price is a thing. . . . The forms of embodiment of prices are various. . . . but are always material. If a price is to be communicated from one human being to another, it must take a physical form’ (Beunza, Hardie, and MacKenzie 2006: 729; see also Beunza and Stark 2004). The ‘embodiment of prices’ identified by Beunza et al. requires a technostructure of different sorts of agents, both human and non-human. Preda describes the key linkages in the following way:

This perspective requires abandoning the notion of price as something abstract in favour of price data, produced in specific settings under specific conditions. Concomitantly it opens up a programme of research about (a) the assumptions of veridicality, robustness and reliability implied in the production of price data; (b) the cognitive activities—such as observation, classification, memorization—without which data production cannot take place; (c) the technologies that endow data with specific properties. In short, price data are treated as a practical problem for market actors and not as the given or natural basis of financial transactions. (Preda 2007: 519)

Markets and the competitive price struggle

The outcome of the creation of markets as defined spaces with commodities available for exchange and mechanisms for the revelation of prices is the creation of competition. How do competitive markets reveal themselves? Economists have generally identified a single model of a competitive market in which there is perfect transparency enabling prices to reflect supply and demand conditions at particular times; those firms succeed which are able to match their supply to demand most efficiently. From this perspective, there are a variety of ways in which free and efficient markets
can be distorted, e.g. through state activity, information asymmetries, asset specificities, natural monopolies etc.

Campbell et al. developed a typology of mechanisms through which markets were organized (Campbell, Hollingsworth, and Lindberg 1991). They distinguished between two dimensions—the degree of formal integration in the market and the range of interaction between actors in the market context. From this they provide what may be considered as Weberian ideal types for how competition and prices are managed in specific markets. Firstly, they identify the ideal type of the free market which is low on formal integration and primarily bilateral in nature. In these markets, prices emerge from the interaction of actors in the market. They are likely to move rapidly depending on supply and demand within the market. The opposite end to this consists of the Williamsonian organization in which transactions are administered and there is no competition. However, as Williamson argues (Williamson 1975), this contrast can be overdrawn. Many organizations set up shadow markets or internal markets both as a pressure towards pricing transactions according to exemplars in outside markets, but also in order to enable transactions to be outsourced on to the market in circumstances where it appears that the market can provide the required product cheaper. Between these two extremes, however, are a variety of forms of managing the market, reducing uncertainties and risk through different forms of collective action. Campbell et al.’s framework identifies four such intermediary market forms:

1. Monitoring contexts: these contexts are characterized by extensive corporate interlocks for information sharing, market-sharing agreements, and dominant-firm pricing. They may be described in terms of levels of cartelization. Firms within the cartel are price-makers rather than price-takers.

2. Obligational bilateral networks: these networks are characterized by long-term relationships between actors at connecting points in the value chain. In these contexts, prices and the setting of prices are embedded in broader obligational relationships which may involve joint design and collaborative innovation. Prices are negotiable, not transparent to the outside world as they are specific to the relationship. They are likely to change by negotiation and slowly, rather than quickly.

3. Promotional multilateral networks; Campbell et al. argue that ‘Promotional networks typically bring together diverse actors from different parts of the production or service delivery chain for the common promotion of a product’ (Campbell et al. 1991). Such networks consist of firms from different parts of the value chain trying to stabilize the market for the final product on which they are all dependent. They may cooperate on a range of activities up to and including price collusion.

4. Associations: trade associations and other forms of formalized cooperation between multiple actors describe contexts in which prices are agreed and set by members of the association. This form of price setting, which characterized medieval and early modern guilds before it was made illegal in most societies, remained in existence in a number of important areas of the economy through to
the late twentieth century, e.g. in the fixed commission systems on stock broking which characterized the New York and London stock exchanges until deregulation in 1975 and 1986 respectively.

What are the forces determining which sorts of competitive struggles emerge in different contexts? The following section considers this question.

**SHAPING MARKET SITUATIONS: INFLUENCES AND INSTITUTIONS**

There are certain key influences in the shaping of markets which can be identified. These can be identified broadly as firstly the state, secondly firms and their networks, thirdly social movements, and fourthly models of markets and their socio-technical capacities. Each of these is examined in turn.

**States and markets**

The centrality of states to providing the conditions for the expansion of the market is a constant theme of institutionalist approaches, particularly through drawing on and developing the ideas of Polanyi (2001). Block, for example, has used the phrase ‘the always embedded market economy’ to emphasize the impossibility of conceiving of markets without social institutions. He also makes the further move to emphasize that the key actor in this ‘always embedded’ context is the state in particular. He argues that:

The always embedded concept makes it very hard to gloss over or hide the state's fundamental role in shaping actually existing economies. Because the state establishes the noncontractual bases of contract and is centrally involved in constructing the markets for the fictitious commodities of land, labor and money, it becomes impossible to imagine how the economy would run if only the state would cease its unnecessary meddling. (Block 2003: 301)

Krippner and Alvarez (2007) have also emphasized the importance of the link between embeddedness of the market and the state: ‘Although the Polanyian literature is quote diverse, what nearly all writers in this tradition share is an emphasis on the mutual constitution of state and economy.... For Polanyians, the notion that markets could exist outside of state action is simply inconceivable’ (Krippner and Alvarez 2007: 233).

This tradition of research flows into a concern with how particular states and markets are constituted in specific historical contexts. Elsewhere, Block re-emphasizes the point when he states: ‘Markets are always politically embedded. They require a set of legal rules, a set of institutions and so on. Such political embeddedness exists
at both the national and the global levels; there are at particular times these global regimes that are politically structured’ (Block in Krippner et al. 2004: 118).

Finally, Krippner summarizes this argument clearly, emphasizing the processual and conflictual elements:

Every transaction, no matter how instantaneous, is social in the broader sense of the term: congealed into every market exchange is a history of struggle and contestation that has produced actors with certain understandings of themselves and the world which predispose them to exchange under a certain set of social rules and not another. In this sense, the state, culture and politics are ‘contained’ in every market act; they do not invariably exert their influence on some kinds of markets more than others. (Krippner et al. 2004: 112)

States have a central influence over all the aspects of the market situation previously described.

**States and market sites**

In pre-modern societies, the political authorities determined how and when markets could be established. This can be seen clearly in Braudel’s analysis of what he terms ‘elementary markets’. Such markets existed in urban areas and were characterized by clear and fixed rules about who was allowed to trade, spaces where they could trade from, which hours and which days they could trade. Medieval fairs were similar in form though larger in scale and less frequent, attracting participants from in some cases hundreds of miles away because of their reputations. Urban authorities supervised and taxed markets and fairs. On the one hand, they competed to attract merchants to them but on the other hand, they faced problems of public order arising from these events. Urban areas could overflow with unruly and disruptive outsiders during these events and they could become the site for social unrest and even rebellion. Markets and fairs were face-to-face events where merchants and consumers met and prices were negotiated. Some of these merchants had networks which as Braudel and Greif both reveal, were managed through the use of bills of exchange and merchants’ leagues (such as the Hanseatic League) drawing traders and producers into webs of interconnectedness across the European landmass and into Asia, as well as across the sea routes around Europe and Africa and into Asia and the Americas (Braudel 1985; Greif 2006). Such systems were dependent on ‘friendly’ rulers willing to accept and protect merchants, in return for taxation and other economic benefits. Contemporary societies still set rules for certain sorts of markets concerning where and when they may trade, though frequently these are negotiated with the state by social actors rather than imposed by the state, e.g. in relation to financial markets.

**States and the objects of exchange**

States set limits on what can be exchanged on markets. Human beings can no longer be sold as slaves on markets. Most states do not allow the sale of babies to potentially adopting parents. In the current period of development around biotechnology and medical innovation, states engage in complex ethical and moral debates about the
degree to which organs, genes, stem-cells, eggs, and sperm can be bought and sold on the market. A key issue here is that of property rights. Polanyi’s use of the idea of fictitious commodities in relation to labour reveals part of the problem here. Developing the Marxist analysis of labour power, Polanyi argues that the idea that labour is a commodity is a fiction for two reasons. Firstly, labour power cannot be separated from the labourer and yet, except under slavery (which is primarily a coercive relationship and not an exchange one even though characteristically slaves are bought and sold), it is not the labourer who is being bought but the potential to labour. Secondly because it is this potential to labour that is being bought, the buyer of labour power has to put the labourer to work and the outcome of this, the ‘effort bargain’, is uncertain. Labour is a fictitious commodity in the sense that it is ultimately not alienable; it cannot be separated from a host of other considerations, which in turn are not calculable in advance. The emergence of capitalism requires wresting peasants out of subsistence agriculture and turning them into landless labourers willing and able to sell their labour power on markets. Historical sociology is full of classic studies of how this process has been achieved in different countries, the role of the state and the effect that this had on the subsequent formation of particular political economies (Marx 1990; Moore 1973; Polanyi 2001). Furthermore what Polanyi described as the great transformation continues to reshape peasant subsistence across the globe, most notably in the current period in China and India (Arrighi 2007; Glyn 2007). Capitalism requires subsistence forms of agriculture to decline and markets to emerge as the arena in which money and goods are exchanged, not just for subsistence but in their own right.

One of Polanyi’s other ‘fictitious’ commodities is land. Land clearly exists prior to its articulation with the commodity form. In fact, all societies have established complex systems of rights over land which reflects its different uses. In current UK law, the rights to all gold and silver belong to the sovereign, not what might be termed the ‘landowner’. During the industrial revolution, it was common for landowners to sell off the land but retain the mineral rights beneath the soil. It was also possible to lease the land over very long terms but to retain ownership of the freehold. Land could be entailed, i.e. it could not be sold or mortgaged but had to be kept in the possession of the family for which it had been entailed. Landowners may find their rights to land compromised by other types of rights, such as common rights, footpath and bridle rights, etc. The right to private property in land emerged only gradually in societies that were defined by the warlike traditions of feudalism. Property was held by grace of the liege lord, who could withdraw that right and confiscate land and other goods subject to force of arms. Macfarlane argues that a specifically English model of individualism developed very early from the struggles to establish private property and that this influenced the speed with which England was able to develop capitalism (Macfarlane 1978, 1987).

North and Weingast focus on the later period of the Restoration in order to present their analysis of when rights to private property are most firmly established in the new United Kingdom in terms of establishing credible commitments on the part of the sovereign and the Parliament to respect each other’s rights (North 1990;
North and Weingast 1989). The history of the establishment of individual property rights and their security from the depredations of the more powerful or from the state has varied depending on traditions of land-holding and labour in agricultural societies and how these were transformed in the shift to an industrial market economy (see, for example Beckert’s discussion of inheritance law and how the individual’s right to pass on property was constituted: Beckert 2008). Societies that became communist in this process either through civil war or through conquest placed another layer of collective ownership rights over and across existing mixtures of individual and traditional collective rights. The shift of these societies out of the socialist system into a system of private ownership has involved further permutations in and conflicts over property rights, whilst in developing countries the effort to formalize property rights in informal housing settlements has been a significant debate (Soto 2000).

For markets to exist, therefore, there had to be property rights in objects and commodities that enabled the seller to sell on the marketplace and the buyer to buy. These rights had to be established by the state. Thus something like stocks or shares in a company are not natural phenomena; the joint stock company, which was owned by its shareholders, had to be legally created and socially accepted. Early attempts to achieve this in the UK were through chartered companies such as the Hudson Bay Company and the East India Company. Only gradually did the idea of limited liability emerge so that ownership could be spread more widely. The rate at which this emerged varied as did the limiting conditions of the nature of property in corporations, with the Anglo-American version being more shareholder driven than that of most other countries where rights of certain sorts were given to other stakeholders.

**States and money**

States are central actors in the provision of money. Money is key to the power of the state; states that lose control of money tend to be inevitably weakened and their sovereignty compromised. States require money to fund their activities. In the early modern age, this related particularly to the need to fund military activity through borrowing and it was this nexus that gave rise to the formation of national paper currencies, central banking institutions, and the development of stock and bond markets (Ferguson 2001, 2008). The ability to raise revenue in a consistent manner, to the level required to sustain a military force and to do it in a relatively consensual way that avoided generating rebellion, was crucial to the formation of the modern state (Mann 1986; Tilly 1990). In this period, various bodies (not just states and monarchs but also private actors such as banks and merchants) began to issue ‘paper’ money, which could be turned into gold on presentation at the appropriate location. Paper money required trust that it could reliably act as a store of value and means of exchange since it could in theory be made valueless by the collapse in the legitimacy of the originating issuer (whether that be a bank or a state). Paper money also meant that the holders of notes had a clearer limit than previously to the generalizability of their currency. Whereas coins based on precious metals could in theory be valid in any context, since they could be melted down and turned into any currency, paper
money could only ever be valid within the geographical confines where it was issued and accepted. The crucial exception to this was that market intermediaries could act to convert money from one currency to another. The rate at which this conversion took place was fundamental as it affected the abilities of nations, firms and individuals to engage in trade across borders. Paper money, therefore, created a new hierarchy separating those who controlled the ‘real’ store of value, (i.e. the gold and other metals that had a more universal trading value) from those who had such access only at second hand. This impacted in two ways. States could tighten conditions for creditors or for debtors. ‘Loose’ money reduced the cost of borrowing and therefore potentially benefited debtors; it would likely weaken the currency thus increasing inflation and make it more difficult for the state and others to borrow internationally. ‘Tight’ money on the other hand would benefit the ‘money interest’ and those concerned with stability of the currency. These differences influenced cleavages in societies between creditors and debtors creating what can be considered as a specific form of monetary politics that in turn impacted on the operation and functioning of markets.

This politics of money has been frequently hidden under efforts to imply natural solutions to money supply questions derived from the technical analyses of economists. During the early part of the twentieth century, this was linked into the analysis of the gold standard. ‘Paper’ money issued by the state, was, under the gold standard and its predecessors, until the collapse of the international currency system between the two world wars, based on a promise to pay the bearer in gold. It was in effect a form of credit that the holder of the paper provided to the issuer of the paper. The problem with this ‘credit’ was that its value was not stable for the reasons already outlined. The issuer could in theory issue as much or as little paper money as it wanted, the result of which would be either inflation and the effective devaluation of the paper money people actually held or deflation and the rise of endebtedness and unemployment. In the nineteenth century, as nation-states strengthened in Western Europe, control of the issuance of paper money was centralized into the national bank and the national mint. Only in nineteenth-century USA with its combination of the ready availability of precious metals (following gold and silver discoveries in the west) and a populist anti-bank politics did this process lead in a serious way to a challenge to the gradual centralization and concentration of control over money and the money supply (Goodwin 2004). In theory, inflationary temptations were controlled by states adhering to the gold standard, which meant that there were sufficient gold reserves held in the national bank to pay out to any individual who wanted to exchange paper currency for gold. Gold reserves were, however, also meant to be the means for paying for foreign imports that were not balanced by exports. Where, as a result, gold flowed out of a country, deflationary pressures emerged, reducing prices and pushing down consumption whilst countries with high gold surpluses were likely to suffer from price rises and higher demand. The result would be a reversal of the previous situation. Thus the gold standard contributed to the creation of a moving equilibrium to maintain international trade (Eichengreen 2008).
In the First World War, countries went off the gold standard and the previous system effectively broke down creating the potential for periods of raging inflation and subsequent deflations. Following the Second World War, the Bretton Woods system aimed to create an alternative adjustment mechanism to gold that depended increasingly on the US dollar as the base in which the value of other currencies could be calculated. When this system proved incapable of containing inflationary pressures, control of money was shifted to a combination of central banks and financial markets in which adjustments between currencies and within national economies were facilitated by monetary supply and interest rates, though the dollar continued to play a central role. Central to the development of paper money has been control of the money supply and the impact of this on inflation and deflation. Expectations about inflation and deflation, particularly in social contexts characterized by intensive monitoring and measuring of these phenomena and high reflexivity about their impact and consequences, enter into markets continuously.

Money is not therefore a simple intermediary in markets, a way of measuring value and a unit of exchange. It constitutes its own specific set of social forces that shape markets (Simmel 2004). The ability of states to control money is limited by endogenous and exogenous factors. Endogenous factors relate to the ability of social actors to create credit. Credit is a surrogate form of money. Credit is a means of creating money; it therefore impacts on processes of inflation. It impacts not just directly on markets, by making them more flexible, but indirectly, by making them more subject to instabilities arising from inflation.

In the modern era, the difference between money and credit has become more complex. Carruthers seeks to distinguish between the two by describing money as ‘generalized, immediate and transferable legitimate claims on value’ in contrast to credit which he defines as ‘non-generalized, deferred and variably transferable legitimate claims on specific value’ but as he recognizes ‘intermediate forms exist. As credit becomes more general, uniform, and transferable, it approximates money. No hard-and-fast distinction separates the two kinds of claims’ (Carruthers 2005: 356). The development of ‘securitization’ technologies in the financial markets, whereby providers of credit parcel up individual loans on mortgages etc. and sell them as a package to another financial institution further elided this distinction. Credit providers turned the loans, which they had made, back from non-generalized claims into money with its ‘generalized’ claims, allowing them to lend again and expand further the credit available. States therefore lose control of the money supply and with that access to key levers of control.

This is exacerbated by exogenous factors. Money and the national currency provide the link between one society and another. When exchange rates float, as they do currently, differences in economic performance are reflected in exchange rate movements, causing changes in pricing. Whilst governments are theoretically able to control their own currency and can print as much money as they want, the consequence is to devalue the currency in relation to others, creating price inflations and a resultant scarcity of commodities. In these circumstances, citizens may look for other forms of hard currency that retain their value better, generating parallel markets, a
process that can be encouraged by governments desperate for such hard currency, as was the case in state socialist regimes in the 1980s. States may even accept the loss of their currency sovereignty entirely and simply allow the use of a more stable currency for many transactions, as happens with the use of the US dollar in many Latin American and African societies. These processes reflect the way in which politics and economics become entwined with monetary politics (Cohen 1998; 2006; Ingham 2004). This interaction is present in the development of non-national currencies such as most notably the Euro which stands in a complex relationship to the member states and the European institutions themselves (Dyson 2002; Fligstein 2008; Jabko 2006). A recognition of this also underlies Hayek’s radical proposal for competitive currencies in which the state’s monopoly of currency issuance and legal tender was to be swept away to allow individuals to choose between different currencies, an argument which he evolved later to incorporate the idea of allowing private actors to issue their own money (Hayek 1990). In effect, whilst states need money, money per se does not need the state; it can (and does) exist in a variety of forms that are only partially kept in check by states.

**States and the rules of competition**

States are also powerful actors in shaping the rules of competition in markets. Three particular aspects can be considered. Firstly, states constitute the boundaries of market activity in the sense that they exist as non-market entities. Their legitimacy derives from political processes. In the current period, there have been strong arguments put forward as to why state activities should be marketized so that citizens become consumers who choose and pay for their health, education, etc. in the same way as they purchase food or clothes. However, historical path dependencies as well as more recent political developments make the scale of state activities per se and the role of markets in the provision of state services highly variable across societies. Secondly and related to this is the way in which, and the purposes for which, different societies regulate markets. The way in which financial services, for example, has been regulated and deregulated varies across economies even in the recent period of neo-liberal dominance (Jordana and Levi-Faur 2004; Knights and Morgan 1997; Laurence 2001; Morgan and Engwall 1999). Finally, and associated with these issues, is the way in which states seek to regulate competition and the positions taken towards issues like monopoly and cartelization.

Fligstein’s initial work on the multi-divisional form and how it was influenced by the US anti-trust movement demonstrated the extent to which competition law could impact on market structure in the US (Fligstein 1990). In later work (Fligstein 2001), he points to formal legal arrangements and informal cooperative endeavours. Formal legal arrangements relate to the ways in which competition and anti-trust law shape the conditions under which firms can engage in markets. The increased centrality of forms of competition law and the effect of this on firms and markets

---

5 This is not to discount the influence of other factors on the rules of competition—cartels, monopolies, oligopolies, monpsonies, private interests such as business associations, etc.
has become a central interest particularly in the context of the relationship between national and international forms of regulation and competition (Djelic 1998, 2002).

Fligstein argues that ‘conceptions of control reflect market-specific agreements between actors in firms on principles of internal organization (i.e. forms of hierarchy), tactics for competition or cooperation (i.e. strategies) and the hierarchy or status ordering of firms in a given market.’

It is worth at this stage adding a note of caution in that the recent decades have seen the development of other forms of political authority beyond the state level that are impacting on the organization of markets. Two particular features can be identified that will be discussed further later in the chapter. The first is the construction of cross-national political entities that have developed rules concerning markets. Duina, for example, compares NAFTA, Mercosur and the EU in terms of how they create free markets within their geographical space (Duina 2006). He demonstrates that the nature and extent of the rules and regulations that they develop vary immensely, even whilst they all have some sort of impact on market organization processes (on the EU see in particular Fligstein 2008; Jabko 2006; Stone Sweet, Sandholtz, and Fligstein 2001). The second is the construction of international organizations, which have an impact on how markets are organized through their role in monitoring trade and sanctioning countries that engage in unfair practices. By far the most important organization in this is the World Trade Organization (WTO), which has engaged in strenuous efforts to get states to agree on the appropriate set of rules for trade in goods and services. Although the extension of WTO principles to areas such as agriculture and intellectual property has been fraught with conflict and difficulty, nevertheless it has exercised an influence in shaping expectations of free markets. Both regional entities and global entities such as the WTO emerge out of negotiations between states but they evolve to varying degrees their own power and influence, their own procedures and processes and in this way impact not just on relations between states but also on the construction of markets.

Firms and networks

Although firms and networks of firms have influence over the sites of market activity and the objects of market exchange, they are most important in relation to shaping the competitive structure of the market. This section will therefore concentrate on this point.

The idea that competition and price setting is mediated through network relationships has become an increasingly fertile field of research (for overviews see Smith-Doerr and Powell 2005; Thompson 2003). Much of this begins from Harrison White’s work, which has focused on production markets characterized by relationships between firms as both buyers and sellers (White 1992, 2002). White argues that in producer markets where there are relatively small numbers and firms tend to act as both buyers and sellers, there is a large amount of signalling which going on. Firms watch each other’s behaviour and in particular respond in order to maintain their
own distinctive position within the market. Thus the market is not an anonymous site but it possesses a structure that emerges out of these inter-firm networks. Leifer and White state that:

the shape and location of the structural context of market activity are dependent on specific sets of producers and cannot be defined apart from them. The structural context of a schedule of niches sums up market possibilities and thereby provides a guide for producer behavior. In a viable market, producer behavior is guided in such a way that it functions to reproduce the structural context from which it derives. . . . In our model, markets are real structures with definite boundaries. Producers are position holders whose behavior reaffirms their position in the market, marked by a distinct reputation in the ‘culture’ associated with a market. (Leifer and White 2004: 319, 321–2)

This idea that networks of relationships provide markets with distinctive structures that impact on prices and competitive behaviour has also been developed by Granovetter in his analysis of embeddedness (Granovetter 1985, 2005). He summarizes his argument as follows:

Social structure, especially in the forms of social networks affects economic outcomes for three main reasons. First social networks affect the flow and quality of information. Much information is subtle, nuanced and difficult to verify so actors do not believe impersonal sources and instead rely on people they know. Second, networks are an important source of reward and punishment since these are often magnified in their impact when coming from others personally known. Third trust, by which I mean the confidence that others will do the ‘right’ thing despite a clear balance of incentives to the contrary emerges, if it does in the context of a social network. (Granovetter 2005: 33)

Granovetter’s insights have led to the analysis of a variety of empirical contexts, market structures and the influence of networks.

One sort of market structure that has been identified is that discussed by Podolny in terms of the distinction between high status and low status providers (Podolny 2005). His observation, drawn from the analysis of investment banks, is that high status providers have advantages. They are able to spend less than other banks on persuading clients and others to do business with them. Their status and reputation attracts others to them and because they are trusted, other transaction costs in terms of contracts, etc. are likely to be less. Secondly, because of their reputation they are able to charge higher fees without necessarily losing business. Clients believe that they are paying for skills, networks, experience, and higher levels of certainty. He describes this as the ‘Matthew Effect’ after the biblical phrase ‘to him that hath shall be given’. Again this suggests that markets do not work simply on the basis of price competition but have an underlying network structure, in this case based on perceptions of reputation and trust. One of the central dynamics in this context concerns how the borders between high and low status providers shift and how individual producers may strategize to move higher in the status rankings or alternatively may fall because of mistakes or crises. Maintaining a desired position in a market structure requires careful management and adaptation to changing circumstances and Podolny seeks to identify the features that enable or constrain these processes. He
suggests that this sort of structure may characterize other markets where there are
sharp differences between high value products and more commoditized and lower
value goods and services, (also on status groups in financial markets see Preda 2005;
on the art market see Velthius 2005). Burt identifies similar processes in his analysis
of networks and ‘structural holes’ (Burt 1992). In networks of firms, there is a
possibility that value can be captured by mediating between two members of the
network who are currently unconnected. Bridging such a structural hole generates
new possibilities for all the actors in the network, e.g. bringing together two firms
that have complementary technologies that can be used to build something new or
bringing a venture capitalist together with a firm that needs more capital.

In a variation on this argument, Uzzi has shown how personal relationships
impact on prices. In his study of the relationship between banks and corporate
borrowers (Uzzi 1997, 1999), he found that where actors know and trust each other,
they are willing to moderate their expectations on market prices because they offset
this against reliability. Participants in markets therefore tend to have two sorts of ties,
one set of diffuse and longer terms ties with those they know and trust and another
set of ties with those with whom they transact on a one-off basis. In their study of
price formation in the corporate law market, Uzzi and Lancaster found that:

embeddedness affects prices by adding unique value to exchanges. This value can include
lower transaction costs, more efficient production, better product differentiation or conspic-
uous consumption. Embeddedness promotes these values by facilitating private information
exchange and the creation of informal governance arrangements that are unavailable through
market processes. (Uzzi and Lancaster 2004: 340)

These studies emphasize that markets are not arenas of anonymous transactions in
which prices emerge through the spontaneous interaction of buyers and sellers (for
similar points see Abolafia 1996, 1998). On the contrary, social actors position
themselves in markets through the medium of their social ties and the nature and
diversity of these ties leads them into a variety of forms of action. Prices which
emerge in these contexts and forms of competition are shaped by the strength and
weakness of these social ties. The nature of these social ties is influenced by the sorts
of products and services that are being exchanged, the sort of strategies pursued by
firms, but more importantly the way in which social relationships have emerged and
been sustained over time within particular contexts. These are likely to include
personal ties formed through kinship, friendship, and other forms of social solidarity
(e.g. ethnic and neighbourhood groupings), as well as those formed by long-term
business relationships and the reputations, status and rankings emerging out of these
processes.

Social movements and markets

Social movements particularly impact on markets with respect to constructing the
objects of exchange in markets and shaping the rules of competition that occur.
In relation to the objects of exchange, two examples are particularly important. The first which has already been mentioned is in terms of the category of labour and the nature of labour markets. Labour is a commodity that has to be brought in to being through the interaction of actual existing labourers and managerial processes. This struggle over the effort bargain or the contested terrain as described by Edwards (1979) takes place in particular social and industrial contexts and has generated path-dependent industrial relations structures that shape the nature of the labour market in particular contexts (Crouch 1993). The power of different sorts of trade union structures and movements, the way in which they are involved in the development of states and politics and their relevance inside firms shapes the qualities of labour as a commodity in different contexts. This can also be related to the gendered nature of labour as a commodity. The nature of the labour which is brought to the labour market is affected by the division of labour within the family and the way in which feminist social movements in different periods and contexts have shaped expectations about work and labour.\footnote{It is also relevant to note that ‘capital’ can be represented in social movements, for example, the development of shareholder activism during the 1980s onwards can be seen as a form of social movement, see e.g. Useem 1993, 1996; also Gourevitch and Shinn 2007.}

The second more general point about social movements is how they act to shape cultural expectations around the sorts of things that can be sold on the market (Davis 2005; Schneiberg and Lounsbury 2008). This has already been discussed as a feature of debates about the object of exchange but it is clear that social movements play a central part here. For example, the nature of markets in energy is being reshaped by social movements concerned with the ecological and global warming impact of fossil fuels. Pressures towards finding new forms of energy are creating new market opportunities (Garud and Karnøe 2001; Rao 2009) and new market forms, e.g. the carbon trading system in the EU (Engels 2006). Zelizer in her recent work shows how market relations evolve and penetrate into personal lives as expectations and technologies change (Zelizer 2005). As Boltanski and Chiapello suggest, capitalism is often driven forward by criticism and critique; new markets emerge in response to demands for freedom, autonomy, ethical sourcing, corporate social responsibility, etc. (Boltanski and Chiapello 2005).

**Models of markets: expertise, technostructures and performativity**

The final major influence on market situations derives from the interaction between explicit models of how markets work, their implementation in particular contexts, and the technostructures that make them possible. It is clear that markets do not and have not needed models of how they work in order to establish themselves. However, there is an increasing body of work, which illustrates that such models are increasingly used even in relatively simple settings. A well-known example of how even simple markets can be seen as performing economic models appears in the article where Garcia-Parpet examines the
creation of a strawberry auction at Fontaines-en-Sologne in France (Garcia-Parpet 2007). She shows how this auction had to be created by standardizing the products (i.e. the strawberries), persuading buyers and sellers to be present in the auction room, creating a technostructure for the auction (that included digital displays of prices for the Dutch auction format, which was used, as well as rooms provided for the various parties to the auction and equipped with the technical means to enable them to participate), and gaining support for the auction from local cooperatives of strawberry growers and from local government in the region. She states that ‘the practices which constitute the market are not market practices’ (p. 37) and further that ‘the trading practices that characterize this market were not given in advance. Rather they were the product of work, of investment in two senses of the term. First, there was financial investment in a site, a building and personnel. . . . Second, there was a further form of psychological investment: the work that went into creating an association and a collective identity for its members’ (p. 44). Garcia-Parpet emphasizes that a central element in the construction of this market was a theory of markets. The way in which the physical structure of the market was created, the emphasis given to transparency of prices and homogeneity and standardization of products were all designed to create a ‘perfect market’. A key agent in this process was an economic adviser who, in the words of the author, ‘allowed the enterprise to benefit from his legal and social capital which derived from a training in biology, law and neo-classical economics’. Garcia-Parpet states that ‘the market is better conceived as a field of struggle than as the product of mechanical and necessary laws inscribed in the nature of social reality’ (p. 46). The market was ‘performed’ according to the theory rather than the theory reflecting the realities of the market.

The recent work of MacKenzie on the relationship between finance theory and the development of financial markets has been particularly influential in revealing this interaction. He contrasts the view that finance theory is simply a reflection and representation of what goes on in the markets with his own view that ‘those markets simply could not function on anything like the scale that they currently do without a technical and communicative infrastructure incorporating models that can be traced back to option theory’ (MacKenzie 2006: 253). From this perspective, financial markets are made over time to work in accordance with the model because the participants in the markets and the calculative mechanisms, which have become part of their actor network, are built to conform to the model developed by finance theory. The market is in effect performed by the theory rather than the theory being defined by the market. Referring to the key innovation which provided a mechanism for pricing options, the Black-Scholes model, MacKenzie states that ‘the model’s relation to the market was not always passive, but sometimes active; . . . its role was not always descriptive but sometimes performative. . . . An engine, not a camera’ (MacKenzie 2006: 259; see also MacKenzie 2009).

This inter-relationship has also been studied in terms of auctions, particularly with reference to the field of telecommunications (Guala 2006; Nik-Khah 2006; Mirowski and Nik-Khah 2007). In these auctions, two groups of economists took on important roles. Firstly, game theorists were important in arguing that creating a specific sort of auction process would generate high returns. The Federal Communications
Comission (FCC) explicitly involved academic game theorists in advising it on how to conduct the auction and this was rapidly followed by game theorists being employed by the main participants in the auction process, in order to help them lobby for a format to the auction that would most suit their interests. Eventually the FCC agreed to a suggestion from some of the game theorists to what was termed as a ‘simultaneous-multiple round-independent auction (SMRI)’. However, it remained unclear exactly how this would work and therefore a second group of economists, the experimental economists, were brought in. This group had expertise derived from laboratory settings and concentrated on resolving inconsistencies and ambiguities of the SMRI auction.

Muniesa and Callon (2007) focus more generally on how these performativity effects emerge through a complex process of experimentation in different sorts of contexts ranging from economic laboratories through to platform configurations (which are essentially models of how complex markets work that are then used to reconfigure existing practices through to what they describe as ‘in vivo experiments’ (Guala 2007; Muniesa and Callon 2007). In Callon’s terms, economics is performative but the way this works depends on the level of experimentation involved. Each of these levels constitutes its own reality, its own world. In order to be moved from one world to another, for example from the laboratory setting to the design of a platform, he states that ‘the sociotechnical agencement that “goes with it” has to be transported as well’ (Callon 2007: 331). In this sense

the performativity approach makes it possible to exhibit the struggle between worlds that are trying to prevail; it makes the struggle for life between statements visible. Each statement, each model, struggles to exist. . . . In reality this struggle between statements is a struggle between sociotechnical agencements. It is not the environment that decides and selects the statements that will survive; it is the statements that determine the environment required for their survival. (Callon 2007: 332)

It can be argued that this approach comes to ‘increasingly resemble neoclassical economics, if not serve as its cheerleader’ (Nik-Khah 2006: 19), that it assumes that markets along the lines of the neo-classical model do come into existence, and that in the process social influences on how markets operate disappear (Miller 2002; Mirowski and Nik-Khah 2007). Mirowski and Nik-Khah suggest that this approach by ‘isolating the economists as the key protagonists . . . tends to distract attention from those who may be major players involved in the construction and shoring up of the economy. . . . It might even end up as prettified neoliberalism decked out in new rags’ (2007: 217). On the other hand, the value of this work is to open up the study of the concrete interactions between models of the market as developed by economists, the technostructures of particular markets, and the dynamics of activity and process in such markets. In this way, this approach has made a major contribution to the study of markets by drawing attention to the inter-relationship between economics and markets. As Callon says:

To make a formula or auction system work, one has to have tools, equipment, metrological systems, procedures and so on. To establish relations that ‘exist’ between monetary masses
and price levels, to act on the one in order to control the others, there have to be institutions, systems of observation, codification and data collection, tools for analyzing large numbers and so on. A host of professions, competencies and nonhumans are necessary for academic economics to be successful. Each of these parties ‘makes’ economics. They are engaged in the construction of a world described and performed by statements and models that we readily agree belong to the world of economics, in the strict sense of the word. The world conveyed by the statement is realized only after a long collective effort, which one could call economic research, involving 90 percent engineering and 10 percent theory. (Callon 2007: 333)

This argument becomes more complex and central when it is used to consider the development of neo-liberal markets in the period since the 1970s. While there are many political and economic conditions that underpin this process, it is also possible to see how central particular models of the economy were to this process. In her analysis of the growth of the economics profession world-wide, Fourcade, for example, argues that ‘the state itself has been redefined as a key professional terrain for economists... it has been reconstructed and governmentalized so as to legitimate the claims of economists’, which she describes as ‘the economicization of the technocracy’ and the ‘institutionalization of economic knowledge within the state’ (Fourcade 2006: 167). Economics in this context refers to a specific form of abstract reasoning in which ‘economic problems are detached from their local (historical and geographical) context and are generally understood to be instances of some universal phenomena’ (ibid: 160). Economics is established as a universal form of reasoning partly based on a rhetoric of quantification that gives it scientific status in a world of competing forms of expertise and legitimate authority. This universalism enables the creation of clear hierarchies of academic expertise, which facilitate the diffusion of the key ideas and practices as well as the creation of strong networks and reputational communities based around particular universities, departments and individuals. Economists have played a central role in reconstituting competition law and competition agencies as they have imported their specific forms of knowledge into these contexts. Ways of understanding anti-competitive behaviour have become more technical as have efforts to evolve new market structures for introducing competition into utilities and the privatization of public services.

In so doing, economists have also changed the rules of inter-professional competition, particularly in relation to lawyers. Dezalay and Garth (2002a: 5; see also Dezalay and Garth 2002b), for example, examine how neo-liberalism was transferred in the 1980s and 1990s and note that ‘economics has been relatively more successful than law’ in terms of framing new institutions and practices. Traditional forms of law in relation to competition and the formation of markets have been transformed in the USA and this is reflected in the development of a law-and-economics framework that generates professionals with expertise in both areas around the common discourse of neo-liberal economics. It has been argued that this has led to two other movements in the construction of markets—the process of judicialization and the expansion of adversarial legalism. Stone Sweet defines judicialization as follows:
Judicialization of dispute resolution is the process through which a TDR [Third Party Dispute Resolution] mechanism appears, stabilizes and develops authority over the normative structure governing exchange in a given community. Once individuals have moved to the triadic level, the internal dynamics of TDR will drive processes of judicialization. The dispute resolver will seek to balance the competing claims of disputants but will also generate precedent to legitimize decisions. Triadic rule-making will gradually reconfigure normative structure and, in so doing, reconstruct social relation. (Stone Sweet in Shapiro and Stone Sweet 2002: 72)

The judicialization of the market opens the door for what has been described as legal adversarialism. This term was developed by Kagan to describe what he refers to as the American Way of Law (Kagan, 2001). He defines the term in relation to ‘formal legal contestation’ and ‘litigant activism’. Formal legal contestation refers to the way in which participants in a dispute are likely to assert their legal rights and engage in action in the courts for remedy (as opposed to other forms of negotiating over conflicts informally or outside the court system). Litigant activism emphasizes that it is the parties to the dispute and not the court itself who pursue the action, seeking out supporting evidence and argument. Adversarial legalism has two main effects. Firstly it is potentially very costly; secondly, it creates high levels of legal uncertainty as the way in which precedents, argument, and evidence can be marshalled and developed can be highly varied and will frequently be innovative and dependent on what can be termed legal entrepreneurialism. Keleman and Sibbitt argue that legal adversarialism ‘manifests itself in detailed prescriptive rules, substantial transparency and disclosure requirements, formal and adversarial procedures for resolving disputes, costly legal contestation involving many lawyers and frequent judicial intervention in administrative affairs’ (Keleman and Sibbitt 2004: 103). This new judicialization of market regulation has impacted most directly on competition law, placing decisions about concentration and centralization of markets away from the hands of politicians into those of economists, lawyers, and courts.

Thus, whilst in some ways economists are more influential than lawyers in shaping markets, the influence of lawyers returns as judicialization increases. Further, judicialization is not neutral in its effects; it gives rise to forms of legal adversarialism as market actors challenge interpretations and seek to change decisions. Legal adversarialism is highly expensive and therefore access is predominantly available for those individuals and corporations that are wealthy enough to afford the costs, though this can be ameliorated by certain forms of lawyering such as class actions and payment by results. Under judicialization, challenges to regulatory agencies have to be legitimated through appeals to the law and not to politics; they have to be argued using transparent information, which is broadly available to the public. Whilst the agencies are subject to political oversight, they are also increasingly subjected to judicial review. Markets then are performed in particular ways by these professional groups who are significant actors in shaping both the rules of markets and the processes through which the rules are interpreted.
What may be termed the ‘neo-Polanyian’ perspective emphasizes that there is no separation of the market from social institutions. Markets are never disembedded; they are, rather, embedded in different ways and this process of embedding revolves centrally around the relationship between the state and the market. This is a central topic in the comparative study of institutions. Many of the chapters in this book deal with specific aspects of this relationship and how they vary across different forms of capitalism, e.g. labour (Rubery), the law (Morgan and Quack), financial systems and corporate governance (Deeg, Goyer, Engelen and Konings) and the state more generally (Weiss). Rather than repeat these discussions, the following section is concerned with the idea that the recent period has seen the growing dominance of a particular model of the market known as the liberal market model and that this has caused a significant reshaping of market processes in the major economies, undermining differences and creating convergence.

Markets and deregulation in neo-liberal economies

The rise of neo-liberal economics has been couched in the language of deregulation. As neo-liberalism emerged, it aimed its critique at state control and state regulation of the market which, it was argued, created perverse incentives for actors to look to the state for ways to extract rent from their positions rather than engage in competitive behaviour in markets that would generate profit and efficiency. Only if the state was taken out of markets and actors were provided with incentives to compete directly with each other rather than look for state support would economies become more efficient. The areas of economic activity that had fallen under state influence ranged from labour markets through to capital and money markets, product markets (retail, wholesale, and commodities markets), markets for corporate control as well as in areas of production and consumption (such as utilities, health, education, social services, etc.). In most developed countries in the post-war period, a range of activities had either been removed from market competition or had been allowed to grow massively within the non-market environment of state provision, e.g. education, health, social services. These were deemed to create spheres of inefficiency and wage inflation and cause higher state spending and increased taxation. The actions of the state were also seen as inimical to market development because they allowed political considerations to enter into what should be ‘market decisions’. Thus politicians facing elections were considered likely to use economic policy tools to boost the economy irrespective of the longer term consequences. Therefore, efforts needed to be made to keep politicians out of key areas of decision-making that affected markets. One of the most important such areas was in relation to interest rates where it was argued that
independent central banks were better able to provide monetary stability and avoid inflation than were politicians. Underlying these arguments was the belief that markets were the best means to aggregate the preferences of individuals and therefore the role of government should be minimal.

Neo-liberal economists and their political supporters, therefore, pressed the case for deregulating markets. Given the way in which many societies had resolved their social and economic problems following 1945, this gave the neo-liberals a large target at which to aim. Forms of coordinated capitalism, state directed capitalism, corporatism existed across the developed economies of Europe and Asia in the 1970s and 1980s, and even to a degree were present in part of the US. Most developing economies also heavily relied on the state to direct and guide economic activity and the creation of markets. The rise of politicians such as Reagan and Thatcher who espoused these arguments and gradually began to put them into practice in a range of areas of economic activity served to sharpen up the tools and policies available in all contexts where neo-liberal voices were heard. Once the Berlin Wall fell and the Soviet system collapsed, the matter of building forms of capitalism in this image became pressing, a process furthered by the increasingly rapid rise of forms of market capitalism in China and later India.

What became clear in the process, however, was that whilst removing the state from these processes might be the key objective, in order to achieve it the state had to be brought back in. New rules had to be put into place in order to stop politicians and others slipping back into old habits and to encourage everyone instead to concentrate on making markets work (Majone 1990). In effect, deregulation swapped one form of regulation (with one set of purposes and associated social relations) with another (this time one made from the neo-liberal vision of how markets should work). The central elements of this new form of regulation concerned making, monitoring, and adjusting the market so that competitive behaviour was incentivized and other forms of behaviour associated with rent seeking were outlawed. This required the establishment of new sets of rules, new actors, new institutions and new forms of monitoring, enforcement, and sanctioning. As Vogel notes, ‘we have wound up with freer markets and more rules. In fact, there is often a logical link: liberalization requires reregulation’ (Vogel 1996: 3; Vogel 2007). Levy discusses this in terms of a shift from the state taking a role in market direction to engaging in market support. He identifies what he calls two constructive state missions that have emerged in the era of deregulation. These are ‘recasting regulatory frameworks to permit countries to cross major economic and technological divides and expanding market competition in industry and services at home and abroad’ (Levy 2006: 3). He argues that:

framing the issue in terms of whether the state is growing or shrinking misses what is perhaps a more important set of changes—a shift in the purposes and modalities of contemporary state intervention... state activism is an essential component of the move to the market. Instead of an eclipse of the state, economic liberalization is perhaps best conceived of as a redeployment of state energies on behalf of new missions. It is an agenda for state activism, not withdrawal. (Ibid. 2006: 11, 28)
What are the new ways in which the neo-liberal state intervenes and shapes markets? One important feature is the centrality of specialist regulatory agencies placed at arm’s length to the state. This is associated with a number of processes. Firstly it reflects the neo-liberal agenda to take politics out of regulation, at least to the extent that the impact of electoral cycles and the temptation for politicians to shape policies in terms of short-term electoral interests is reduced. Secondly, the agencies are supposed to be a reservoir of technocratic expertise which is used to reach decisions. Thirdly, the development of this technocratic expertise combines a certain delegation of authority to the agencies, within a broad model of public accountability and transparency and executive responsibility. Fourthly, the range of instruments that can be used by the regulators have expanded from coercion and formal law through to forms of soft law. Knill and Lenschow, for example argue that ‘instead of hierarchy, these regulations emphasize participation, self-initiative, and voluntarism’ (Knill and Lenschow 2004: 221). Fifthly, market participants are drawn into the ambit of the regulatory agencies through consultation, joint working parties, and the sharing of resources and personnel.

Central to the neo-liberal agenda is that such agencies are concerned with what Jordana and Levi-Faur (2004) describe as regulation-for-competition and regulation-of-competition. They note that regulation-of-competition tends to be the task of national regulatory authorities, while regulation-for-competition is usually the responsibility of sector specific agencies. The former are mainly concerned with acting to avoid anti-competitive practices from emerging due to levels of concentration in the economy. The latter are more concerned with making sure that in areas that have in the past, for public interest reasons, had a single monopoly provider or a limited number of providers, the conditions are created that open up market participation to a wider group of actors, e.g. in the public utilities.

The argument for a new form of state regulation depends on a contrast with other forms. The neo-liberal model was developed primarily in the US in terms of both its theory and its practice, though it is important to recognize that the US model also includes massive corporate lobbying, a weakening of anti-trust to permit the growth of monopolies, and a lot of political trade protectionism—especially at state level. As described in the chapters in this book, most other societies have evolved historically different forms of relationships between states and the regulation of markets and therefore the shift towards this new model requires a substantial change of institutions. One example is that described by Moran in his discussion of the British system of regulation. He uses the term ‘club regulation’ to describe the way in which market regulation mostly took place in the UK prior to the last two decades. He describes the characteristics of this system as follows:

First, its operations were oligarchic, informal and secretive. Secondly it was highly pervasive . . . It . . . shaped government in the over-lapping spheres of self-regulation and the vast, labyrinthine world of quasi-government. Third, it was anachronistic and deliberately so . . . it protected elites from more modern forces: from the threats posed by the new world of formal democracy and from an empowered and often frightening working class. (Moran 2003: 4)
Central to the ‘club’ was a form of self-regulation in which insiders decided on how the market was to be managed with very little outside scrutiny. Professional groups like lawyers were able to set fixed prices for their services as were brokers and jobbers on the London Stock market. Fixing prices guaranteed a living for the market participants and limited competitive pressures. The state delegated responsibility and took little interest in the efficiency consequences of these decisions. Competition legislation was weak; many areas were excluded from its terms of reference; the capacity to undertake investigations and enforce changes was limited. Confusingly all of this took place in a context where ‘the market’ remained a dominant discourse of legitimation going back to nineteenth-century liberalism and before that to Adam Smith. However, the key contrast in this discourse was with state ownership per se, as practised in the UK nationalized industries or in continental Europe and the Soviet bloc. ‘The market’ as a technical construct, measured by distinctive competitive processes and monitored by economists and others, barely came into this discussion. ‘Markets’ were ideological constructs in the battle between left and right that characterized the initial post-war period in the UK. In this respect, Moran identifies the sources of ‘club’ regulation in the social basis of British society whereby the traditional elite had to come to terms with the advent of democracy by sustaining key sources of power away from the direct scrutiny of the public and politicians. As well as fighting as much as it could in public arenas to sustain its power and influence, and drawing on new forms of legitimacy such as education to reinforce this, the elite defended itself by trying as far as possible to retain control over areas of activity that could be legitimated as semi-private and dependent on the goodwill of practitioners. Only with the advent of Thatcherism and the range of changes associated with the rise of neo-liberal economics and the new regulatory state was this model seriously challenged, having survived, in Moran’s view, since the Victorian age.

Clearly other countries had different historical traditions. In most European countries, the market had never been given the ideological prominence that it received in the UK. Recent discussions of ‘economic nationalism’ (Helleiner 2003; Helleiner and Pickel 2005) suggest that ‘national identities and nationalism shape economic policies and processes’ (p. 221) and that this is reflected in different ways depending on the timing involved and the countries concerned. These arguments are supported by the vast array of studies referred to in the chapters in this book which reveal the depth of divergence between national contexts due to institutional legacies and path-dependencies. Thus in relation to Germany, the regulation of the market reflects a conflict between the legacy of List’s ideas and the commitment to competitive processes embedded in the German tradition of ‘ordo-liberalism’. Under the Listian perspective, cartels, which agreed prices and market shares amongst member firms, were an acceptable way of building the economic strength of the country even though they required protectionist customs barriers and had the consequence of high prices for consumers. However, proponents of free trade and markets rejected this and in the post-war period, there was increased debate about introducing competition to markets, not least from the pressure of the US to ensure that Germany
adopted an open market model. Djelic and Quack (Djelic and Quack 2005; Quack and Djelic 2005; see also Sorge 2005) argue that the impact of these debates was complex. Cartel processes in production markets were gradually overcome but the result was the creation of oligopolies rather than open competitive markets. In other areas such as banking, the effort to create free markets failed almost entirely. Also important to these discussions of the post-war German social market was a perceived need to ensure a market in which small and medium-sized firms could thrive, not just for economic reasons but also to sustain a strong middle class (believed to be a bulwark against communism and fascism). In Germany, therefore, the two approaches to competition coexisted and the impact of the neo-liberal model was different from the UK and the US.

These examples could be increased by looking at other countries. In each country, the way in which markets are constituted, managed, and regulated is a path-dependent process, reflecting political, economic, and social struggles over long periods of time. As institutionalists emphasize, this creates an inertia effect, a resistance to change. What does this mean for the argument that the neo-liberal model of markets and how to regulate them has been diffused more generally across contexts?

Fourcade-Gourinchas and Babb (2002) argue that what they term the ‘rebirth of the liberal creed’ varied across national contexts due not just to national institutions and path-dependencies but also due to internal social change and external economic change (for a similar discussion focusing on Sweden, the US and the UK see Blyth 2002; also Prasad 2006). In particular, they examine how the old ways of managing markets were challenged by developments in the world economy, leading to specific types of economic crisis, which reflected the way in which particular societies were inserted into that economy. Internally, what appeared to be important in the four cases that they examined was the degree to which the elite in charge of the old system had managed to adapt itself to new circumstances (in particular by becoming more technocratic and expert, particularly in the field of economics) or was challenged from the outside by the emergence of such a group. Fourcade-Gourinchas and Babb argue that ‘market policies were constructed as providing a ready-made ‘solution’ for combining the constraints imposed by the global economic and financial order with a “workable” national strategy’ (p. 569).

Simmons et al. (2008) emphasize the external context of these shifts, arguing that the liberal market model was diffused as a result of four processes—coercion, competition, learning, and emulation. Coercion essentially refers to the ability of the USA and the international financial institutions to enforce on countries the liberal market model and its distinctive mode of regulation. However the ability to coerce along these lines is always likely to be constrained by the sorts of internal path-dependencies described earlier. Thus Djelic shows how even when the US had coercive power through being the victor of the Second World War it still could not entirely reshape the institutions of the defeated powers; the result was hybridization and adaption rather than adoption per se (Djelic 1998, 2002). Similarly the use of conditionality clauses by the international financial institutions may have a major
impact but it does so in a pre-existing context and the result is not likely to be the installation of the market model without modification. Competition is described in Simmons et al. in terms of how the incentives to liberalize increase after key competitors open their markets. Failure to follow this may lead to a country slipping behind in economic terms as investors, in particular, switch their funds to competitor countries. The range of market issues that can affect this process is wide, e.g. tax systems, regulatory requirements, opening up capital markets, installing systems of transparency, managing inflation through creating an independent central bank, etc. Learning refers to the idea that economies which have been successfully opened up and liberalized enable other economies to learn important lessons about the relative merits of free markets as well as the techniques, practices, and knowledge that facilitates making them work successfully. Simmons et al. are sceptical about the role of learning because the relationship between institutional change and economic outcomes is extremely complex when it comes to the detail. More important in their view is what they term ‘emulation’, which refers to the generalized belief that a particular way of acting is appropriate even where the evidence-base for such an assertion is relatively weak and where the specific relevance of the example to a particular context is not clear. Emulation is particularly associated with the development of cross-national epistemic communities of experts where a shared cognitive and normative framework emerges and is the basis for exporting particular models of markets and regulation. Drori et al. for example, argue that there is a consolidation of world culture where:

we now have the global conception of a more abstract and universal rationality. There are generally right ways to do things, carried, among others, by social science professionals whose instructions have widespread and rapidly increasing authority . . . these principles and models are universal—not seen as linked to racial, historical, religious or accidental virtues of particular peoples. (Drori, Meyer, and Hwang 2006: 37)

Among these correct ways of doing things, they identify economic development and the role of modern economic theory. Djelic (2006) develops this argument in terms of what she describes as the ‘global diffusion of marketization’ though she also notes that there are limits to this process arising from overt resistance and covert forms of local translation, editing, and hybridization (see, for example, the collections of papers in Djelic and Quack 2003; Djelic and Sahlin-Andersson 2006). These approaches emphasize the role of private actors in establishing the rules of the global and international markets. However, it is clear that these private actors also interact and cooperate with different types of public actors, some of which are nationally based but others of which are international in various ways. Thus institutionalizing the rules of neo-liberal markets in the international context is a multi-actored and multi-levelled process. The collection edited by Djelic and Sahlin-Andersson (2006) provides a number of examples where private rule-setting has been important. Botzem and Quack, for example, have examined how international standard setting in accounting developed from the moves of various private professional associations to overcome problems in the standardizing of auditing
procedures (Botzem and Quack 2006). Gradually these initiatives have been incorporated into the deliberations of public actors and have led, following conflict between EU-level rules and those of the US, to the establishment of global International Accounting Standards. The development of competition law also reflects these interactions, particularly in terms of potential conflicts between the EU and the US and the potential role of the WTO in mediating disagreements. Morgan, for example, shows how US law firms and the US government sought to influence EU decisions on competition law to shape a convergence of approach (Morgan 2006; see also Morgan 2008 on the interaction of public and private actors in international financial markets). Failure to achieve this led to more emphasis being placed on creating a transnational community of experts where common cognitive and normative frameworks could become established (Djelic and Kleiner 2006). Quack examines the way in which lawyers become involved in this process by virtue of the way in which their contractual innovations across borders on behalf of international clients lead to the creation of new forms of private rules that gradually become institutionalized, a process she describes as one of ‘distributed agency’ (Quack 2007).

In these contexts, the rules of the market are emergent from the interaction of national and international actors and private and public actors. These processes tend to be driven by neo-liberal views of how markets work and the sort of institutions in which the markets are embedded tend to be concerned with ensuring the stability of the market itself. Nevertheless, it is important to note that this is an arena of struggle in which different types of actor can have an impact (see, for example, Kahler and Lake 2003). National governments can delay the opening up of markets. Multinational companies can use their power to negotiate favourable deals. Transnational organizations can develop strong support from civil society movements to establish new sorts of rules, e.g. in relation to various forms of sustainability and corporate responsibility debates. International governmental organizations can become sites of conflict between different national interests. Transnational communities of expert groups can establish new frameworks for understanding global problems in markets. Market uncertainty and risk can turn upside down expectations about ordering processes as has occurred in the financial crisis of 2007–8. Nevertheless in all these cases, what is of interest is how central rules and institutions are to understanding markets and their functioning even in arenas where economists might argue that markets are self-regulating and self-contained.

CONCLUSIONS

This chapter has sought to provide an overview of how markets can be analysed using an institutional and comparative lens. It began by showing how market situations are
embedded in social relations. They cannot exist without social rules and the role of research is to understand how these rules are created and sustained and with what effect. Drawing on Weber’s definition of a market situation, the first part of the chapter examined how market processes could be understood in terms of their social underpinning. All markets are dependent on these processes but the way in which they work will differ according to different market contexts.

The second part of the chapter looked at the forces influencing the development of specific market forms, focusing particularly on the roles of the state, firms, social movements, and expert groups. Finally the chapter considered how the development of the neo-liberal market model diffused across different national and sectoral settings and impacted on different groups of firms and social actors. Institutional influences and path-dependencies introduce resistances and lead to processes of adaptation and hybridization. Rather than simplifying market processes and purging them of state influence and social concerns, the neo-liberal model of the market has created more diverse arenas for debate and conflict over how markets should be structured.

The chapter revealed certain common features in all markets and these commonalities suggest an agenda for further research on markets.

Firstly, markets depend on agreements about rules but these agreements are embedded in different social relationships. Some are embedded in legal frameworks and the role of the state in sustaining such agreements is clearly central. When it comes to a phenomenon such as money, the state has a central role in guaranteeing confidence in money as a unit of account and a store of value. Other markets are embedded in informal and private agreements that emerge among market participants; some markets are local, others are localized but internationally and globally linked; still others are mainly national in scope. Historical path-dependencies mean that these rules often reflect specific developmental trajectories of particular societies. Increasingly under processes of globalization, these rules are subject to broader scrutiny both from a disciplinary point of view (e.g. do they create unfair rules of competition prohibiting the entry of foreign companies?) and from a policy point of view (are they the most appropriate rules to have in a context of open markets?), Explaining how rules emerge and change in these different arenas remains a central task for comparative institutional research.

Secondly, markets have specific structures that shape their dynamics. These structures reflect how specific actors take positions in markets, respond to each other, and seek to control how the dynamics of the market emerge. In these processes, actors bring differential power resources and market rules reflect the ability of actors to make their own interests count in relation to others. Clearly the structures that are created are temporary. They are subject to change as power relations change and through competitive processes but what is also clear is that they can be relatively robust and long-lasting. What are the factors that enable these structures to emerge and reproduce and what disrupts them?

Thirdly, markets are material things. They require various forms of materialization in order to exist. Money is a form of materializing a market that relates also to the
materialization of price, a system of calculation, exchange, and settlement. This materialization is not simply an intermediary between the buyer and the seller; rather it is a specific route through which exchange must pass and is therefore to be studied in its own right. Traditionally, markets were materialized in face-to-face interactions between buyer and seller. Some markets retained these features even as their role grew, e.g. financial markets were mainly open outcry markets until the 1970s and 1980s. Increasingly, however, markets are instantiated in the materiality of computer systems and software, in a technostructure where humans and machines form an actor network that has the capacity for complex calculations, exchanges, and settlements. How do particular materializations affect this passage between buyer and seller?

Fourthly, it is increasingly difficult to study markets without simultaneously studying economists and the models of markets which economists construct. In a context where markets are seen as the most efficient and effective form of resource allocation available to a society and where scientific, credentialized knowledge of a process has high status and influence, it should be unsurprising that economics as a profession and a discipline has come to play a central role in the making of markets. Economists are not passive observers of a phenomenon external to themselves; increasingly they are involved in constructing those markets through their role in competition law, in designing auctions to sell off government assets at the highest possible figure, in designing new financial markets, in advising governments on how to implement a neo-liberal market model. The argument that economics is performative requires to be taken seriously in any market context.

Understanding specific market processes requires a combination of all these different levels of analysis. However, even having taken such a broad overview of the field, it is clear that there are some areas that will require more sustained attention in the future. Two interconnected issues can be mentioned in this respect.

The first is the issue of market outcomes. Underpinning the whole discourse of markets remains the original insight of Adam Smith that through the pursuit of self-interest, the most efficient distribution of resources can be achieved. Clearly the development of political economy as a field of study was shaped by the Marxist response to this argument in which the outcomes of markets was seen in terms of intensified and growing inequality between capital and labour. Polanyi’s idea of the double movement of market society described a context in which those suffering from the inequality of the market sought to develop different resources, i.e. those of the language of democracy in order to build a protection from the market. Studies of different forms of capitalism are generally concerned with how these outcomes vary across particular contexts where different political and social histories have led to distinctive state policies (see the chapter by Kenworthy). More recently the debate on financialization has sought to show how the establishment of new financial markets has contributed to increasing forms of inequality (see the chapter by Engelen and Konings). Studies of the emergence of international markets have frequently noted that the general public is excluded from processes that are based
on expert networks and that the interests represented in these discussions are narrowly defined, although in certain cases, global civil society movements may break through these restrictions. However, few studies of markets take the issue of outcomes on board explicitly. Few of them ‘follow the money’ to see who benefits, why and how. In the light of the collapse of confidence in the idea of a universal benefit accruing to all from the adoption of the neo-liberal model of market, it may be an important time to place the issue of outcomes more firmly at the centre of studies of markets.

Related to this is the problem of how markets interact and are interdependent. This is particularly clear in relation to the interaction within financial markets and between financial markets and other markets. Financial institutions that trade in a number of distinct markets, e.g. the wholesale and the retail money markets, may find that failures in one soon start to impact on the other. Because of the high levels of leverage possible in financial markets, losses by just one trader in one market can destroy an entire bank, wiping out its reserve capital in a single stroke, as was the case with Barings and the ‘rogue trader’, Nick Leeson. In the more recent financial crisis, the logics of action inscribed into the growth of the derivatives markets created interdependencies on a scale not seen before and when the key elements sustaining this market disappeared, the contagion like a virus7 spread rapidly through the financial system destroying some actors and weakening others. The failure of one bank affects all the other banks with which it does business and for this reason, systemic risk of contagion is a key concern for central banks and regulators. Failures or rumours of failures in the wholesale market can be compounded by retail depositors withdrawing their money in fear that a bankruptcy will lead to the loss of their deposits. In the US as part of the New Deal, there was an effort to keep commercial and wholesale banking apart to avoid such contagion but by the 1990s this separation had practically disappeared. In the UK, it was Northern Rock’s dependence on the wholesale markets and concern that it could not secure refinancing that led to depositors seeking to withdraw their funds and the subsequent run on the bank leading eventually to nationalization in 2008. In general, central banks and financial regulators are expected to avoid systemic failure, to insulate other financial institutions from the failure of one and to protect the broader economic system from the consequences of such a breakdown. The crash of Autumn 2008 reveals how much governments are willing to do in order to avoid systemic failure. Ideological positions had been turned on their head in a matter of days, vast sums of public money had been promised to reintroduce stability into the financial system and the whole neo-liberal model has suffered a huge blow to its prestige from which it may not recover for some time.

Crashes in financial markets have varying impacts on what is termed ‘the real economy’. The inter-war depression spread rapidly from Wall Street as the loss of

---

7 The metaphor of virus as a way of understanding the financial crisis has been taken up in official circles, see e.g. the speech on ‘Rethinking the Financial Network’ by Andrew Haldane, Executive Director of the Bank of England (Haldane 2009).
funds there led to reduced consumption and consequent reduced internal demand for goods and services. In the more highly financialized economy of the contemporary period, there are likely to be similar impacts, even if governments and economic policymakers are better able to respond to events. The way in which the contagion spreads around an economy through different market sectors is not yet clear. Contagion effects can derive from different sources. Price rises in a significant market such as energy can have an impact on many other markets. Similarly significant price falls such as those that have occurred in computer technology can create whole new possible markets. Contagion effects also raise issues of time and space. In spatial terms, how and why does a market fall in one country impact on other countries? In terms of time, how quickly do contagion effects occur? In financial markets, as the crash of Autumn 2008 has shown, media attention focuses minute by minute on the rise and fall of the FTSE, the Dow Jones, the DAX, etc. Response times of market participants have to be measured in seconds if they are to make money in contexts where prices are gyrating wildly.

Interdependencies of markets across sectors, geographies, and time periods appears to be growing. Part of this relates to the creation of new machines of calculation, exchange, and settlement, but it is also implicit in the drive coming from the various sources described in this chapter to operationalize a particular view of the neo-liberal markets. Debates and conflicts in one market flow through into others. The vision of a free market economy provides a court of appeal for all those who believe they are facing unfair competition whatever the market sector, and suggests pressure for markets to converge in their operation creating a form of cognitive and normative interdependence that may be shaken by particular resistances or crises.

In conclusion, the comparative institutional perspective on markets has delivered a range of new perspectives on how markets work. This research constitutes a strong challenge to those determined to sustain a model of markets as self-regulating. The discussion in this chapter has shown that this is not the case. Markets are institutionally embedded. This is what gives them their diversity as well as their interest. Now that the neo-liberal model of the market is beginning to lose its aura of invincibility, the opportunity arises to develop further the comparative institutionalist agenda as developed in this chapter and this book.
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CHAPTER 9

TRANSNATIONAL INSTITUTIONS AND INTERNATIONAL REGIMES

LEONARD SEABROOKE

INTRODUCTION

This chapter provides a review of the debates about how transnational institutions and international regimes have influence in the international political economy. How transnational institutions and international regimes are formed, through which actors and networks they operate, and how they emerge are all questions for comparative institutional analysis. In the international relations (IR)/international political economy (IPE) literature, which is the basis for this chapter, answers to these questions reflect different traditions and approaches to the study of states and non-state actors as well as to the methodological and conceptual tools of analysis. Similarly these traditions vary in the degree to which they focus concern on specific formal organizations (such as the IMF and the World Bank, the WTO, the EU) or they take a

1 I thank Ole Jacob Sending, Kate Weaver, André Broome, Swati Chaudhary, and Antje Vetterlein for discussions concerning this chapter’s content.
more sociological view of institutions in terms of routines and practices that have become the basis for action in specific fields. Many of these differences have become embedded in the strong theoretical divides have that defined IR/IPE along the lines of realism, liberalism, Marxism, ‘neo’-versions of all these, and more recently the rise of rational choice and constructivist approaches to the discipline (see Hobson 2000 for an overview). This chapter does not attempt to review all these different positions. Instead it focuses on what are identified as the ‘rationalist’ and ‘constructivist’ approaches and how they address the question of transnational institutions. Rationalist approaches prefer parsimonious deductive methods that focus on explaining the behaviour of a limited range of actors in terms of their preferences, their options, and how to create efficient mechanisms to achieve goals; in so doing they draw on various forms of rational choice and game theory, building bridges into economics and quantitative style research. These approaches are mostly state-centric and focus on explaining the conditions by which states accept an international regime’s conditions or proposed policies. Constructivists choose to stress an inductive approach that seeks to understand a diverse range of actors in overlapping networks; they tend to emphasize the power of normative sanctioning from international organizations and transnational institutions. Constructivists draw from neo-institutionalist analyses of how transnational institutions emerge. They are more open to a diverse range of actors being involved in this process and consider not just formal organizations but wider networks of shared practices. Rationalist approaches look for explanations of transnational institutions and international regimes in terms of market failures, requiring the building of new institutions, with the emphasis on states as actors negotiating to produce such an outcome. Constructivists focus more on the open-ended nature of institution-building at the international level, the diversity of actors involved in the process, and the intricate inter-relationships between these processes and national contexts. From the point of view of comparative institutional analysis, the interest in these theoretical positions lies in how they help in understanding wider processes of institutional change at the national and international levels, partly through their focus on the mechanisms of particular international organizations, e.g. the World Bank, the IMF etc., and partly through their understanding of the mechanisms, which determine transnational institution-building in informal and private arenas away from the direct shaping force of the state.

With this context in mind, this chapter is organized as follows: 1. I outline the origins of these debates and early efforts at ‘bridge-building’ between the different positions; 2. definitions are then provided for international regimes and transnational institutions, and I reflect upon how their meaning in the literature has changed over the years; 3. I provide a review of the current state of play in rationalist literature, highlighting the emphasis on policy diffusion; 4. the same treatment is provided with reference to the turn to organizational sociology and the emphasis on norms in constructivist literature; 5. I examine some recent literature on understanding international regimes and transnational institutions that draws upon sociology, social theory, and anthropology; and, finally, 6. I reflect on how the study of international regimes and transnational institutions has developed since different calls for bridge-building.
Traditionally the focus within IR/IPE has been shaped by an emphasis on states, in a field that is tied primarily to political science and its long-held view of the state as holding ontological primacy. Since the 1970s, however, there have been efforts to build bridges between political and economic analyses of world politics that previously sat in mutual neglect, as Susan Strange famously commented (1970: 315). Scholars such as Katzenstein also sought to mix political and economic analysis and processes of socialization through a stress on ‘ideology’ that gradually shifted into understanding ‘norms’ within domestic and international contexts (Katzenstein 1976, 1978, 1985, 1996). Bridge-building activity to understand how state and non-state actors were changing world politics and the global economy was an enterprising activity in the 1970s and opened up new intellectual trends. The study of international regimes and transnational institutions emerged from a desire to understand the role of non-state actors (Keohane and Nye 1971), and the impact of international economic change on world order (Strange 1970) in the face of a field overly concerned with geopolitics and ‘high politics’. Two legacies for understanding international regimes and transnational institutions must be highlighted since the issues and themes they touch upon have been reproduced in different forms from a variety of scholars.

The first is work by Keohane and Nye (1971, 1974) on transnational politics and, especially, ‘complex interdependence’ (Keohane and Nye 1977) that provided a powerful way to understand greater complexity in world politics by highlighting the extent of networking and the role of non-state actors. Keohane and Nye highlighted how the world was not particularly characterized by the role of military force, that there was often an absence of a clear hierarchy of issues in world politics, and that multiple channels of communication were present for non-state actors to exploit. Keohane and Nye provided an ideal type model of change—posed against the dominance of realism in studying world politics (cf. Gilpin 1976)—that sought to highlight the role of new transnational actors, the extent to which intergovernmentalism had emerged, and to which the state had to compete for influence.

The second legacy is that of Susan Strange and the body of work she developed over decades on international monetary, finance and trade systems, as well as her original call for bringing together a study of international politics and international economics (Strange 1970). Strange’s key concept was that of ‘structural power’ (Strange 1988), which she considered to be the power to ‘decide how things shall be done, the power to shape frameworks within which states relate to each other, relate to people, or relate to corporate enterprises’ (Strange 1988: 24–5). Structural power operates across a range of fields, including knowledge, production, security, and finance. In this concept, and especially through the development of case studies in her later work on firms’ behaviour (e.g. Strange 1996), Strange highlighted the importance of more informal transnational institutions that influenced change in
international political economy. Strange (1987) was extremely critical of the narrowing of the study of international regimes into the form proposed by Keohane, Krasner, and others, arguing that the concept was ‘woolly’ while the theoretical apparatus for understanding world politics was becoming far too narrow. She later complained that IPE was increasingly favouring more formal modelling and missing out on counter-intuitive insights from a more eclectic analytic tool kit, ‘better catholic complexity than protestant parsimony!’ (1994: 218). The concept of structural power was intended as a counterpoint to what Strange viewed as an excessive concern with paradigm maintenance in guarding Realism, Liberalism, and Marxism as the three approaches to the study of world politics (her 1988 States and Markets was a challenge to Gilpin’s 1987 popular text The Political Economy of International Relations).

The original 1970s spirit of bridge-building found itself in a more hostile environment in the 1980s as intellectual positions became more entrenched. In the US, in particular, 1980s debates concerning international regimes were distinct in developing parsimonious ‘neo’ versions of realism and liberalism head-to-head, with scholars such as Joseph M. Greico (1990) and Robert Keohane (1984, 1991) occupying lead positions, while dissent was raised by scholars like Strange (1982, 1987) against the field ‘aping’ microeconomics (Strange 1995: 164). In the UK, Strange’s lead was followed more closely in that the role of firms in relation to states and processes of globalization became of central concern and the integrated study of the political and the economic at the international level flourished (see e.g. Hirst and Thompson 1996, which remains highly influential and was published in a revised new edition in 2009). Interest in hegemony within the international system also led to an interest in the UK and Canada in Gramscian analysis and even to some degree, Foucauldian approaches (Gill 1995). Influential analyses of private actors using their structural power at the international level through the development of formal and informal transnational institutions emerged (e.g. Cutler et al. 1999).

During the 1990s dissatisfaction with the continued state-centrism of the international-regimes literature, therefore, led to new work on ‘private authority’ and transnational institutions (Hall and Bierstecker 1999; Cutler, Haufler and Porter 1999). As researchers identified how transnational institutions were constructed, they began to emphasize more the diffusion and spread of norms (e.g. around ideas such as ‘human rights’ or more pertinently for this volume, ‘free markets’) and how this in turn trickled down to influence and reshape national institutions (Katzenstein 1996; Checkel 1998), an approach that became gradually identified as constructivism. In response to this challenge, the decade-long debate about the relative merits of neo-realism or neo-liberalism was more or less dropped and an approach developed that is now commonly identified as a rationalist perspective (Koremenos et al. 2001, Simmons et al. 2008; Hawkins et al. 2006). As suggested above, rationalist scholars stress the importance of specifying the likely conditions under which international regimes will foster cooperation, which states are likely to cheat or defect, and how institutions will generate path dependencies for a regime’s
success. While the 1980s and much of the 1990s featured debates between ‘neos’ of various forms (neo-liberalism, neo-realism, neo-Gramscianism, neo-Marxists, neo-Weberians, etc), these more recent developments have led many scholars into two broad categories of rationalism and constructivism, with the former dominating the field (Katzenstein, Keohane, and Krasner 1998).

In an effort to take the middle ground in this field, a number of scholars, most prominently Checkel (1997), have stressed what they explicitly refer to as a ‘bridge-building’ movement, connecting the rationalist and the constructivists in some way. While Strange’s 1970 call for bridge-builders was between political and economic analyses of world politics, this modern bridge-building movement is between rationalist and constructivist mechanisms of change. If transnational institutions are seen as developing new forms of discourse and practice, then the key questions concern how the actors involved within these institution-building processes select and internalize norms (Checkel 2005; Zürn and Checkel 2005). Neo-institutionalists and constructivists emphasize that it is a logic of appropriateness that informs actors’ selection or internalization of norms (Checkel 2001; March and Olsen 1998; Sending 2002; Müller, 2004) and that we therefore need to understand the social context, how norms develop, how they get diffused and with what effects. March and Olsen state:

The logic of appropriateness is a perspective that sees human action as driven by rules of appropriate or exemplary behavior, organized into institutions. Rules are followed because they are seen as natural, rightful, expected, and legitimate. Actors seek to fulfill the obligations encapsulated in a role, an identity, a membership in a political community or group, and the ethos, practices and expectations of its institutions. Embedded in a social collectivity, they do what they see as appropriate for themselves in a specific type of situation. (March and Olsen 2004: 1)

This approach also fits with those authors examining how intersubjective dynamics such as arguing (Risse 2000), persuasion (Payne 2001), and rhetorical entrapment (Schimmelfennig 2001) differ across different types of institutions and regimes.

By contrast, more rational choice-driven approaches emphasize a logic of consequences, i.e. that actors identify alternatives, preferences etc. and then choose the most cost efficient approach to achieving those preferences. This approach, in turn, fits in with the typical Principal–Agent model of rational choice in which rational design of incentives is capable of producing an institutional system that meets actors’ preferences. Thus the principal designs a system of incentives, which is structured in such a way as to ensure that the agent carries out actions in a way commensurate with the interests of the principal. The focus is on preferences, options, rational design, and cost efficiency. Thus transnational institutions are solutions to problems of market failure that are resolved by rational design.

How do these different approaches help in understanding the development of international regimes and transnational institutions?
Krasner defines an international regime as ‘principles, norms, rules, and decision-making procedures around which actors’ expectations converge in a given area’. His extended definition provides greater clarity:

Regimes can be defined as sets of implicit or explicit principles, norms, rules, and decision-making procedures around which actors’ expectations converge in a given area of international relations. Principles are beliefs of fact, causation, and rectitude. Rules are specific prescriptions or proscriptions for action. Decision-making procedures are prevailing practices for making and implementing collective choice. (Krasner 1982b: 186)

What is striking about Krasner’s definition of international regimes, more than 25 years since its conception, is its breadth. During the 1980s, other prominent scholars argued that international regimes occupied ‘an ontological space somewhere between the level of formal institutions on one hand and systemic factors on the other’ (Kratochwil and Ruggie 1986: 760). The potential for transnational social movements, or similar groups, to be understood through this frame was therefore difficult. In any case, the breadth of this earlier understanding of international regimes was narrowed to studying international cooperation problems among public authorities, and then to understanding how domestic political decision-making affected the design and transformation of extant regimes. This was some distance from the original ‘complex interdependence’ conception by Keohane and Nye.

For transnational institutions, the concept itself begs of us to include a great deal of analytic flexibility. Morgan (2006: 142–3) argues that transnational institutions are ‘distinctive emergent properties from the actions of public and private actors across diverse national contexts and across diverse spatial levels’. While the international regimes literature was analytically closed in how it viewed the power of non-state actors, scholars who have stressed the importance of transnational institutions have demonstrated how non-states actors can create new fields of governance that generate influence in more diffuse and subtle ways (Djelic and Quack, 2003; Djelic and Sahlin-Andersson 2006). Transnational institutions reach beyond the nation-state in being comprised of actors who form links and networks to provide regulation and reduce uncertainty. They may take the form of non-governmental organizations (NGOs) or transnational advocacy networks (TANs) (Keck and Sikkink 1998; Meyer and Jepperson 2000), business associations (Braithwaite and Drahos 2000), and groups that are able to move between public and private spheres to create transnational governance (Tsingou 2007). Transnational institutions may reflect the interests of one dominant national group, but may also emerge from more multiple sources, in which case negotiations, deliberation, and reasoning are more important (Morgan 2006: 143).
Both the literature on international regimes and transnational institutions are concerned with understanding how the two exert influence. For earlier rationalist scholars the motivation was reasonably straightforward: states participate in regimes from which they derive benefit (Keohane 1991). Long-term engagement with regimes leads to sunk costs, which explains why international regimes rarely ‘die’; they just fall into disuse instead. Rationalist scholars have also examined how international regimes reflect the rational design of states to the extent that socialization does not divorce self-interest from decision-making (Koremenos et al. 2001).

Constructivist scholars have tended to understand international regimes and transnational institutions through the concept of ‘norms’. Norms have been understood in a variety of ways; as a function of identity construction, the regulation of behaviour, and as inter-subjective recognition of ‘social facts’ (Jepperson et al. 1996; Guzzini 2000). Most of the constructivist literature related to IPE and IR has concentrated on how norms do ‘good’ things. In the typical relationship, an external actor (entrepreneur) working through an international regime or transnational institution introduces an ‘international norm’ such as ‘anti-apartheid’ (Klotz 1995), ‘anti-nuclear weapons’ (Tannenwald 1999), or ‘pro-human rights’ (Risse, Ropp, and Sikkink 1999) to a domestic audience. This norm is then adopted and internalized by those within the domestic setting or within the relevant policy community, creating a logic of appropriateness on how to behave. Within the sphere of economic sociology, however, much more attention has been paid to the construction of norms around ‘free markets’ under conditions of neo-liberalism and how these have been spread and diffused (see e.g. Blyth 2002; Djelic 2006; Fourcade 2009; also Morgan this volume).

Finnemore (1996) argues that relevant policy communities within states will often adopt international norms through their engagement with international regimes and transnational institutions in order to be viewed as civilized. Since this earlier work, other constructivists have outlined the importance of understanding deliberation and argumentation for the formation of norms (Risse 2000; cf. Kratochwil 1989). One strand of research has focused on ‘ideational entrepreneurs’ who use ideas as weapons during moments of radical uncertainty (Blyth 2002; Parsons 2002; for a review see Seabrooke 2006: ch. 2) to steer institutional change and realign it with a new normative agenda. Checkel, has also sought to identify when actors shift from a logic of consequences to a logic of appropriateness, differentiating types of ‘internalization’ to map which factors become active and when (Checkel 2005; Zürn and Checkel 2005). This view, however, has also been criticized. For example, Sending’s work (2002) argues that understanding norms within a ‘logic of appropriateness’ removes a great deal of agency from actors, since once norms have been ‘internalized’ following appropriate standards becomes automatic. Seabrooke (2007a) has also challenged the stress on the use of ideas and norms during periods of uncertainty, as well as their external introduction, seeking to highlight how norms may change within a society during a period of ‘normality’ in ways that provide impulses to political coalitions and ideational entrepreneurs for change in the direction of policy.
RATIONALIST APPROACHES TO THE ORIGINS OF INTERNATIONAL REGIMES

The key shift in the literature that established the rationalist perspective can be found in Keohane’s development of a deductive framework for understanding international regime based on theories of market failure borrowed from economics. Keohane (1982) explained that the demand for international regimes from states comes from the need to regulate the international political economy, to reduce ‘negative externalities’, increase information exchange, lower transaction costs, and produce order. Keohane’s (1984) classic After Hegemony developed this further, especially given the prominence of Hegemonic Stability Theory (HST) in IPE and IR due to concerns that the US was in decline and that Japan was starting to dominate (see, especially, Gilpin 1987). In contrast to the broad definition of regimes presented above by Krasner, Keohane interpreted regimes as formed by governments. He argued:

Two features of the international context are particularly important: world politics lacks authoritative governmental institutions, and is characterised by pervasive uncertainty. Within this setting, a major function of international regimes is to facilitate the making of mutually beneficial agreements among governments, so that the structural condition of anarchy does not lead to a complete war of all against all. (Keohane 1991: 106)

The contemporary literature on international regimes, and indeed the development of this stream of scholarship since the mid-1980s, has more or less followed this understanding of international regimes as formed by states to reduce uncertainty in world politics and in the international economy. Here the influence of economic theorizing has been important, and the role of new institutional economics especially important (Cohen 2007: 107). From this perspective, states’ participation in international regimes could be understood in terms of the potential gains from the institution, and states’ lack of defection from international regimes could be understood by sunk costs and path-dependence (Keohane 1991). States therefore choose to engage in international regimes according to self-interested preferences. International regimes then constrain states—this is the basic relationship (Martin and Simmons 1999). Koremenos et al.’s (2001) work on the ‘rational design’ of international institutions provides the most developed framework based on rationalist premisses. They discuss how the design of an international institution for decentralized cooperation problems will differ due to the incentives states have to engage with the institution in the first place. The institution, or regime, will then be ‘locked-in’, depending on its design, to follow mandates that will make it a viable regime or a ‘dead letter’ regime. Koremenos et al. identify membership rules, the scope of issues, the centralization of duties, mechanisms of deliberation, and the flexibility of institutional reform as important. They also consider what forms of uncertainty are pervasive within the institution, such as uncertainty about the world, about other states’ intentions, etc.
Why states choose to enter an international regime is explained by similar means with a range of US-based scholars working on the ‘international-domestic research frontier’, in which the domestic foreign policy of states is explained by interests that fight through domestic political institutions, further substantiated by a study of strategic interaction between states (Cohen 2008: 126, 148). Drezner’s (2007) ‘revisionist’ model of world politics provides a clear statement that international regimes and transnational institutions are at the mercy of the great powers, and that states will ‘forum shop’ for the institution or organization that will best reflect their interests — despite broader normative concerns. For example, Drezner points to the marginalization of the IMF in the process of setting international financial standards following the Asian financial crisis and the empowerment of a select club of major states through the central role played by the Financial Stability Forum of central bankers as an example of great power politics.

The importance of domestic politics has also informed recent trends in the study of international regimes concerned with legalization (Abbott et al. 2000) and policy diffusion (Simmons and Elkins 2004; Simmons, Dobbins, and Garrett 2008; Weyland 2007). Within these studies, the stress is on understanding the conditions under which policy diffusion or legalization occurs. For legal regimes, states’ participation requires an alignment of self-interests. For studies of policy diffusion, domestic politics is also important in understanding which states are able to receive policies from international regimes, such as capital account liberalization, tax reform, public utilities privatization, social reforms, trade liberalization, and others. The scholars working on policy diffusion seek to understand how coercion and competition operate between states and international regimes, following the power politics and interest-driven dynamics discussed above.

However, these authors move more towards constructivist approaches in that they emphasize the role of emulation and learning, in which states seek to be seen as legitimate by others through the adoption of a standard (cf. Finnemore 1996; Bowden and Seabrooke 2006), and by which states seek to improve their information about uncertainties, but are required to rethink their standard operating procedures to do so (Simmons, Dobbins, and Garrett 2008; cf. Culpepper 2008). It is therefore noteworthy that much recent literature is ‘bridge-building’ in some way in that social learning can bring in new normative orders and change conceptions of self-interest — notions that are more commonly discussed in constructivist literature (Blyth 2002). The rationalist work on international regimes may be coming around from new institutional economics and moving increasingly towards tools more associated with constructivist efforts to understand knowledge production and the causal effect of norms on institutional change. In many ways this harks back to Ruggie’s ambitions for the study of international regimes. In the mid-1980s he wrote with Friedrich Kratochwil that:

In the international arena, neither the process whereby knowledge becomes more extensive nor the means whereby reflection on knowledge deepens are passive or automatic. They are intensely political. And for better or worse, international organizations have maneuvered themselves into the position of being the vehicle through which both the types of knowledge enter onto the international agenda. (Kratochwil and Ruggie 1986: 773)
Particularly important for the development of the earlier constructivist literature was inspiration from sociologists such as John Meyer and the ‘world culture’ or ‘world polity’ perspective, which demonstrated how states and communities would recognize and internalize norms from the world system in order to gain recognition from their peers within the international community (Meyer et al. 1997). Meyer’s approach to institutions is to focus on broad patterns of culture and the governance and organization of the state and the economy. Particular formal organizations are of less interest than the inter-relationship between the world culture defined particularly in terms of individualism, accountability, responsibility, statehood, governance, scientific expertise and the isomorphic pressures, which this creates on particular organizations (Drori et al. 2006). Formal and informal transnational institutions are mechanisms for the transmission and diffusion of these norms.

The key constructivist scholar to push this perspective has been Martha Finnemore (1996), who stressed the importance of norms from policy communities within international regimes and transnational institutions that are then adopted by states, which seek to be seen by the international community as having attained a ‘standard of civilization’ (see also the studies in Djelic and Quack 2003 and Djelic and Sahlin-Andersson 2006). The stress here from constructivist scholars is that the decision to engage in a transnational institution or international regime is not just made on a cost-benefit calculus, but is also deeply symbolic and reflective of intersubjective understandings within a peer community (Sharman 2008: 646–7) where networks of experts engage in problem solving at the transnational level, building up protocols, procedures, and soft laws to act together with, or supplementary to, formal transnational organizations such as the IMF etc.

A particularly important development in the understanding of norms was provided by Finnemore and Sikkink (1998) with their delineation of a norm ‘life cycle’ based around the properties of norm emergence, norm cascades, and norm internalization. The typical relationship here was that a norm entrepreneur (or ‘ideational entrepreneur’) would engage in ‘strategic social construction’ to introduce a norm to a community, seeking to embed the norm (Finnemore and Sikkink 1998: 888). Once the norm was taken up, it then proceeded through a ‘cascade’ and was internalized. Once internalized, the norm is assumed to form a logic of appropriateness that guides actors’ behaviour. Work by Keck and Sikkink (1998) provided a wealth of empirical material on how transnational advocacy networks (TANs) seek to introduce norms to various communities, stressing how they can effectively challenge both international regimes and states in altering the normative order.

Criticisms of the norm life cycle model have also been put forward. For example, Campbell (2009) has argued that the mechanisms by which norms are introduced need to be more effectively tested against rationalist arguments concerning competition
and coercion (he recommends Bartley 2007 as an example of such a study). Park and Vetterlein (2010) argue that the norm life cycle provides too linear a view of normative change, seeing normative change as a progressive march when, in fact, norms may be more circular, relying on social feedback. Furthermore, as noted above, Sending (2002) has provided an important critique that the view of norms as internalized and setting a ‘logic of appropriateness’ effectively robs actors of their agency. The point here is to assess which norms are selected and why, who carries norms into new arenas (and why), how actors in these new arenas respond, resist or adapt, how norms are implemented and internalized, and with what consequences.

There is now an increased emphasis on the role of norms, with a range of works emerging that are explicitly constructivist (Blyth 2002; Parsons 2002), or ‘economic constructivist’ (Seabrooke 2006) or ‘critical constructivist’ (Best 2005). To date, the stress within this literature has been on norm entrepreneurs and ideational entrepreneurs who carry forward ideas during a period of uncertainty. The emphasis is also on domestic actors and how they interact with international regimes and transnational institutions. Parsons (2002), for example, examines how ideas can be understood as having an independent causal effect when there is a period of uncertainty, which creates external pressures that cuts across all political and economic coalitions and permits ideas to generate a new ‘mainframe’ that can introduce ideational path dependence. Blyth’s (2002) work specifies how ideas can be used as weapons by entrepreneurs during periods of radical uncertainty, so that elite actors such as economists and politicians can realign conceptions of not only their own self-interest, but the interests of society, which then leads to a change in the broader intersubjective understanding (Blyth 2007). Blyth relates the use of ideas and the resetting of self-interest within domestic normative orders to broader changes in the international political economy, such as the rise and fall of Keynesianism, as well as the rise of neo-liberalism. More recently, researchers have sought to outline mechanisms of persuasion not only between elite actors, but also the role of mass discourses, seeking to highlight how everyday politics matters for norm change (Widmaier, Blyth, and Seabrooke 2007; Widmaier 2010 forthcoming; Bukovansky 2002; Seabrooke 2006).

There has also been work on the rise of private authority and transnational institutions that has developed along constructivist lines. Work by Rodney Bruce Hall has been particularly prominent here, including his work on how transnational networks and international regimes were mobilized in order to discursively demolish the Asian development model (Hall 2003), as well as studies on how private transnational institutions can generate authority (Hall and Bierstecker 1999; cf Abdelal 2007), and on the importance of shared ideas and norms for monetary authorities (Hall 2008).

A key contribution to the constructivist analysis of formal transnational organizations has been made by Barnett and Finnemore (1999, 2004) in detailing bureaucratic ‘pathologies’ within international organizations. They provide a comparative frame for examining how staff within international organizations can distort policy outcomes and set in practices that become part of the organizational culture. Barnett and Finnemore (1999) specify five mechanisms for how bureaucracies generate
pathologies. They include: ‘irrationality of rationalization’ (where the rules become the ends in themselves), ‘bureaucratic universalism’ (one-size-fits-all policies), ‘normalization of deviance’ (where exceptions become the rule in practice), ‘organizational insulation’ (where staff are protected from negative feedback, be it from professionalism or from their organizational environment), and ‘cultural contestation’ (where parts of the organization compete over its aims and norms). Barnett and Finnemore discuss an array of international organizations in order to illustrate their argument. The International Monetary Fund (IMF) is identified as a case of bureaucratic universalism in how it handled the Asian financial crisis of 1997–8 through the application of models designed for countries with current rather than capital account troubles. The World Bank is considered as a case of insulation as the staff has a particular way of ‘seeing’ different states that created distortions when customizing policy advice (cf. Broome and Seabrooke 2007).

However, a criticism that has been raised here is the extent to which staff within international organizations can be seen as operating as a conventional public bureaucracy—when in fact many staff may belong to looser transnational institutions and networks that float between the public and private sphere, importing and exporting practices from both. In such a case of ‘revolving doors’ the pathologies may not emerge from within the organizational environment but from those operating within ‘linked ecologies’ for the transnational public and private spheres (Abbott 2005; Tsingou and Seabrooke 2008).

Another important constructivist contribution has been made by Best (2005) in her work on the role of ambiguity in international finance, highlighting the importance of how elite actors provide normative benchmarks (such as Keynes) and especially how different actors interpret agreements between states (see also Abdelal 2007). Best’s key contribution is the argument that if international organizations, such as the IMF, seek to impose transparency then they are doomed to failure, since politics operates best in situations where there is ambiguity. In short, ambiguity permits political manoeuvring and an insistence on standards that denies these options will lead states to defect, cheat, or to provide merely ‘lip service’ (as often happens with the IMF, see Seabrooke 2007b). As Best states, ambiguity can foster communication between actors and is particularly useful in ‘encouraging greater institutional flexibility, political negotiability, and discursive self-reflexivity’ (2005: 8). For example, Best highlights how the IMF’s Articles of Agreement lacked a precise definition of ‘fundamental disequilibrium’ that permitted political actors flexibility in how they then translated their participation with the international regime back to their domestic audiences, as well as providing them with greater autonomy (Best 2005: 56, 84). Best’s work is important in highlighting the perils of standard-setting and benchmarking within transnational institutions that has been discussed with increased fervour.

Fourcade’s work on professionalization among economists also shows how ideas, norms, and their institutional manifestations (in professional education, in associations, in distinctive bodies of knowledge and methods, in career structures, and standardized methods of assessment) emerge in national contexts and are then
reshaped as more intensive international connections are developed (Fourcade 2006; 2009; see also Morgan 2002 on business communities). The point of departure here from earlier work by Meyer and others is an emphasis on practical mechanisms that assist the ‘creative destruction’ of transnational institutions and how they relate to broader economic and social transformations (Fourcade 2006: 152). In doing so, Fourcade and others are pointing to the fragility of norms and to stronger conceptions of interests than are found in the earlier literature.

**New alternatives**

In recent years, a number of scholars have sought to develop new analytic tools and drawn upon a diverse range of concepts from sociology, social theory, anthropology, and even linguistics to understand the transformation of international regimes and transnational institutions. The key departure here is that norms are increasingly treated as contingent and contested rather than internalized or institutionalized. As such, this new scholarship provides both a challenge to existing scholarship on international regimes and transnational institutions, as well as potential means to extend some bridges.

First of all, it is noteworthy that there is something of an anthropological or ethnographic turn in how IPE and IR scholars are studying international regimes and transnational institutions. For example, Chwieroth’s (2007a, 2007b) work provides a detailed mapping of how ideas are carried from educational institutions to international organizations and then into national governments. In particular, Chwieroth has shown how neo-liberal ideas in Latin American countries can be traced back to international regimes and transnational networks of scholars, including revealing how, for example, a Latin American scholar is trained at Chicago as an economist, spends his or her early career at the IMF, and then at home as a neo-liberal economist who has power within the Treasury or can lend support as a ‘technopol’ (who have ‘hybrid status as technocrats and politicians’, Chwieroth 2008: 449). Chwieroth’s methods are qualitative and quantitative, with a stress on the latter. In a more qualitative vein, Pouliot’s work (2007, 2008) seeks to understand the ‘logic of practicality’ behind security communities such as NATO. Pouliot borrows a framework from Bourdieu to understand how actors involved in international regimes and transnational institutions generate a ‘habitus’ in how they operate that later informs decision-making (see also Vetterlein 2006 on ‘organizational personality’ in the IMF and the World Bank).

A good example of the power of ethnographic research is provided by Weaver (2008) in her work on the World Bank and ‘hypocrisy traps’ (see also Park 2005). Weaver’s work seeks to understand how ideas and practices are institutionalized through observation, including non-participant observation of meeting, ‘brown-bag’ discussions, and the learning of what she refers to as the local language, ‘Bankese’ (Weaver 2008: 14). The result is a finely detailed analysis of how hypocrisy creates distortions but also keeps the organization running. Such research augments the
themes highlighted by Barnett and Finnemore discussed above. To take an example, the benefits of ethnographic research can be found in statements such as the following:

The internal governance advocates I interviewed between 2000 and 2005 argue that the strategic framing of governance in terms amenable to the Bank’s resistant economists worked insofar as governance ideas made significant inroads into the Bank’s discourse. The choice of linguistic, theoretical, and methodological ways for talking about governance and corruption seem to matter. And once ‘on the table,’ staff members argue, ideas can be debated and definitions can be broadened. Yet, even three years after the PREM was created as the main home for governance work, staff continued to complain that the Bank’s official view of the state noticeably lacked a theory of politics and had no forthright examination of power. This has affected the way in which governance concepts have been articulated and diffused inside the Bank. Much of its research and operations continue to focus on technocratic ingredients of state capacity, while ignoring overtly cultural or political factors. (Weaver 2008: 112–13)

Weaver is thereby able to elaborate on tensions between staff, and discuss transformation within the international regime alongside elements such as the staff’s need for external prestige and recognition from academic research communities (as is also the case with the IMF, see Momani 2007). Weaver’s stress on language also reflects a more prominent theme in new literature.

For example, Sharman’s (2006, 2008) work on tax havens and anti-money laundering campaigns concentrates on the role of reputation, rhetoric, and shaming in international regimes and transnational institutions (see also Broome 2009). Sharman borrows from J. L. Austin and John Searle to emphasize the concept of a ‘speech act’, that words have the capacity to shape behaviour, to see ‘words as deeds’ (Sharman 2006: 13, 115). In his work on tax havens, Sharman discusses how the Organisation for Economic Co-Operation and Development’s (OECD) attempt to ‘blacklist’ non-member tax havens for ‘harmful tax competition’ was turned back on itself through ‘rhetorical jujitsu’ by small state tax havens, who argued that the OECD was surely pro-competition. Through the use of speech acts, the small state tax havens were able to avoid complete isolation and most were able to cooperate with the OECD in a new international regime. Within Sharman’s understanding norms are highly contested and rather than being internalized provide ammunition for rhetorical battles.

In recent years the influence of postmodernism has been more apparent. Originally the conventional literature was not adverse to such perspectives (see Keeley 1990), but during the past fifteen years many constructivists’ drive to establish themselves among orthodox political science by ‘showing ideas as causes’ led them to dismiss postmodernists as not attempting to ‘assess how ideas relate to objective pressures’ (Parsons 2002: 49). Of course postmodernists would suggest that the establishment of an objective position or the independent causal effect of ideas grossly misinterprets notions such as dispositifs, where discourses establish conduct in practice that is reinforcing and not objectively critiqued by those affected. Among the new range of perspectives informed by postmodernism, the work on governmentality is becoming perhaps most prominent. For example,
Neumann’s (2006) work on governmentality argues that their Foucauldian-inspired analyses tell us more about how international regimes and transnational institutions work in practice than work concerned with ‘global governance’. In particular, they argue that global governance work tends to oppose state and non-state actors, providing a conception of power as a zero-sum game. By contrast, they argue that a governmentality perspective does not automatically see how groups such as TANs provide more power to civil society and take it from the state but, instead, focuses on how TANs seek to make society governable. Rather than replicating an opposition between the state and non-state actors, Sending and Neumann argue that it is more useful to discuss governmental rationalities that transform over time. They provide case studies on population policy and landmines that demonstrate that effective governance strategies occur when the population is actively engaged as subjects rather than treated as passive objects. This work also ties into more recent work on ‘everyday life’ (Langley 2008) and ‘everyday politics’ (Hobson and Seabrooke 2007) in the international political economy that, respectively, seeks to highlight potential and actual forms of agency for how non-elites can transform their economic and social environments. In this sense norms are treated not as value goals or logics of appropriateness, but more as ‘practices’ (Pouliot 2008) or ‘doing things’ (Seabrooke and Sending 2009).

**A Bridge Too Far?**

This chapter has reviewed the origins and key developments on international regimes and transnational institutions, particularly as represented in IR/IPE literature. The original work on international regimes and transnational institutions sought to build bridges by understanding international political and economic processes together, as well as by seeking to understand the role of non-state actors and informal transnational institutions. The modern invocation of ‘bridge-building’ that is represented by Checkel (2005) in IPE and IR and others seeks to fuse together rationalist and constructivist insights to understand when actors will enter into an international regime or transnational institution, whether that entry accords to a logic of consequences or a logic of appropriateness and whether, over time, the balance between these two forces changes and leads to a restructuring of the actors and the institution. This literature is making great strides in getting constructivists and rationalists to talk to each other rather than criticizing each other for overplaying either material self-interest or norms. However, there is a warning to be made here as well.

As suggested at the beginning of the chapter, many of the themes and issues discussed by the ‘complex interdependence’ framework of Keohane and Nye are back. The same is true for Strange’s concern with structural power and how it can assist us in understanding how international regimes and transnational institutions
can have influence ‘behind the scenes’ rather than in direct power relationships. As reviewed, the complex interdependence literature transformed into regime theory in the 1980s in a manner that removed much of the ‘noise’ from the sample, but which increased the number of assumptions about what actors matter in world politics—namely, the state. The literature that emerged on private authority, on TANs, on governmentality etc., tells us that there is more going on with international regimes and transnational institutions than state–non-state or public–private dichotomies of old would suggest. 1990s work on bureaucratic pathologies is increasingly becoming refined by scholars who are drawing upon a diverse range of interdisciplinary analytical tools. Much of the recent bridge-building scholarship may benefit from analytical pragmatism rather than rehearsing known theories on known topics (see Katzenstein and Sil 2008). Comparative institutional analysis of international regimes and transnational institutions requires this mix to increase its capacity for original and counterintuitive insights. While bridge-building is a progressive movement, it will only remain so while those involved in its engineering operate with an open mind.
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CHAPTER 10

LAW AS A GOVERNING INSTITUTION

GLENN MORGAN
SIGRID QUACK

INTRODUCTION

Law, that is the formal codification and application of norms and values of society as crafted by politicians and judges, is a central institution in modern economies. Law constitutes economic organization, framing the nature of categories such as firms, property, contract, labour, and capital. It defines and facilitates the powers that can be claimed by different actors in the economy—the rights of firms, shareholders, managers, employees, etc. It regulates the ways in which these collective agents can act and provides a means for remedying disputes (Edelman and Suchman 1997: 101). It leads to processes through which instabilities, conflicts, and uncertainties can be dealt with. It does this by reference to precedents, procedures, and theories of justice that constrain what is possible to actors as they enter the juridical field. As Bourdieu says ‘entry into the juridical field implies the tacit acceptance of the field’s fundamental law... that... conflict can only be resolved juridically—that is, according to the rules and conventions of the field itself’ (Bourdieu 1987: 831). Thus, even though

1 We thank John L. Campbell, Grahame Thompson, Richard Whitley, and Jonathan Zeitlin for helpful comments on an earlier version of this chapter.
the law is integrally related in the modern period to the state and relies to a crucial extent on the state’s monopoly of the legitimate use of force as its ultimate form of sanction, it cannot simply be reduced to being an ‘arm’ of the state. The law is politically and professionally mediated. It therefore has its own specific conditions of existence that relate to the form of law (manifested in statute, case law, and systems of regulation), the arenas of law and their rules of action and procedure (public courts as well as private settings), the agents of law, their social position and their licensing system (lawyers, law firms, and judges; professional associations), the technology and artefacts of law (documentation, standards, cases, statutes), and the body of knowledge that underpins the law (the role of jurisprudence and academic legal theorizing that crosses the boundaries between universities, courts, and politics). These conditions of existence constitute obligatory passage points through which other actors such as the state, organizations, and individuals have to pass in order to engage with the law and under certain circumstances change and reform law and the legal system. Law is defined by this dynamic between its internal structuring and conditions of existence and its external impact. The fact that the internal and the external conditions of existence change means that the legal field is not fixed or defined but ever-shifting and moving, extending, and contracting. This dynamic has important consequences which Bourdieu describes as follows:

As is true of any ‘field’, the constitution of the juridical field is a principle of the constitution of reality itself. To join the game, to agree to play the game, to accept the law for the resolution of the conflict, is tacitly to adopt a mode of expression and discussion implying the renunciation of physical violence and of elementary forms of symbolic violence.... It is above all to recognize the specific requirements of the juridical construction of the issue... a complete retranslation of all of the aspects of the controversy is necessary. (Bourdieu 1987: 831–2)

The logic of judicial fields derives from complex historical path dependencies. We can expect therefore that because law as a social institution has occupied a distinctive place within different trajectories of social and economic development, we will find judicial fields constituted differently across various contexts and that this will be consequential for economic organization. In simple terms, this is why comparative institutional analysis has to take account of law. However, this leads to three possible dangers that we seek to avoid in this chapter. The first danger is to fall into a linear evolutionary perspective based on functionalist principles. For example, there is a long tradition of arguing that in order for a capitalist economy to exist, there must be an appropriate set of legal institutions, e.g. in terms of property rights, contract law, etc. (see for example North and Thomas 1973; North 1990 and in the more policy-oriented debates on the promotion of the rule of law in developing and transition economies, Dam 2006; for a critical assessment in the case of China see Peerenboom 2002; for Eastern Europe see Murell 2001). The problem with such accounts is that they tend to assume a certain outcome and ignore the variety of different historical developments and the continued diversity between countries in terms of legal systems.

Emphasizing differences between legal systems, however, leads to the second set of dangers because the arena of law has never been a purely nationally defined arena.
For example, all western legal systems (including those established elsewhere through colonialism and imperialism) can be traced back to Roman Law and the debates across Christian Europe in the medieval period concerning *ius commune*, natural law, and the nature of canon law. These debates reflected upon efforts to create a single underlying set of principles of law to underpin (and, to a degree, shape, constrain, and civilize) the more variable systems of customary and local law imposed in particular jurisdictions on the back of the coercive power and, frequently, personal preferences of the local ruler. Even as nation-states became more powerful and societies more secularized, this ambition for a universal basis for law did not disappear, reaching its Enlightenment apogee in Kant’s essay on Perpetual Peace in the effort to ground the principles of law in the operation of Reason. Such efforts to create a public international law became significant in the post-1945 environment following the foundation of the United Nations and its various principles, charters, and associated bodies. Later processes of economic globalization gave this thrust towards international law a more pragmatic, technical, and functionalist impetus, undermining the Kantian moral imperatives (see Koskenniemi 2007 for an exposition of these tensions). Thus national law is embedded within networks of international law and the exchange, imitation and diffusion of laws, legal principles, and practice and jurisprudence.

The third danger is that law is treated as an independent variable, which determines economic and social organization. Whilst on the one hand, law is constitutive and shaping of economic and social relations, it is not independent of those relations. Most obviously economic actors seek to change the law to accommodate it more to their interests. Legal actors themselves have positions within wider social and economic structures that affect how they are organized, how law is implemented, and for whose benefit. Actors within the legal field mediate and articulate these tensions between law as a field in itself and the broader context. Edelman and colleagues (Edelman 2004, 2007; Edelman and Stryker 2005; Edelman and Suchman 1997; Suchman and Edelman 2007) have been particularly insistent on the importance of seeing law as endogenous to the social order, not standing outside it but continuously interacting. The law moves on and changes because of the way in which those inside the legal field influence and are influenced by those outside it, such as clients, the state, social movements, and economic, social and technological innovations.

In order to avoid these dangers, this chapter is structured around these themes to suggest how they may be combined to give a more complete view of law as a governing institution. The first section of the chapter, therefore, examines classical institutionalist accounts of the role of law. This reveals the tension between evolutionary, functionalist driven notions of law and more historical and contingent accounts of the emergence of particular legal systems, practices, and forms. The second section builds on this by examining how forms of economic organization and economic outcomes are determined by law and in particular by national legal systems. The third section problematizes this argument by showing how law in the contemporary period that impacts on economic organization is moving and dynamic, national and international, public and private, soft and hard. This requires a focus
on three phenomena; firstly, the internal structure of legal systems and the sorts of powers and capacities that particular actors accrue in those contexts and how they use this power to shape and innovate in law; secondly, the development of law as a business and what this means for the dynamism of law from different national contexts; thirdly, how this dynamism has led to new forms of innovation and internationalization in law that challenge any deterministic ideas of the relationship between law and economic organization.

LAW, ECONOMY AND SOCIETY IN CLASSICAL INSTITUTIONAL THEORY

Classical institutionalist accounts of law tended to be constructed from an evolutionary point of view. What were the forms of law present in the emergent capitalist societies of the nineteenth and early twentieth centuries and how and why did these differ from those characterizing pre-capitalist society? In Ancient Law, Maine (1861) argued that law and society had developed from status to contract. Whilst in ancient times, the main function of contract was to tightly bind persons to traditional status groups, the invention of private contract in modern times enabled economic exchange and association between individuals, which were viewed as autonomous and free in their choice of contract partner and not constrained by their membership of a particular status group. Durkheim ([1893] 1997), also emphasized the importance of contract as part of the expansion of what he called restitutive law, i.e. law that provides general rules of conduct towards which individuals re-orient their behaviour. In contrast to his arch-enemy, the English utilitarian Herbert Spencer, however, these rules were—as Durkheim showed in his famous analysis of the non-contractual elements of contracts—embedded in a wider societal context, where social actors sustained reciprocal moral expectations that contracts should be fulfilled. Thus law evolves towards a more individualistic and contractual form as societies become more capitalist but it remains underpinned by social norms, not simply utilitarian compliance.

Marx and Engels also took an evolutionary view of law as adapting and changing in response to broader environmental processes even if they emphasized the class interests which drove these changes more than most other authors. In The German Ideology, for example, they saw the rise of capitalism as inseparably intertwined with legal guarantees of private ownership of the means of production and the employment relationship: ‘Whenever, through the development of industry and commerce, new forms of intercourse have been evolved (e.g., insurance companies, etc.) the law has always been compelled to admit them among the modes of acquiring property’ (Marx and Engels 1976: 92, cited in Stone 1985: 52).
The American institutional economist and labour historian John Commons in the *Legal Foundations of Capitalism* ([1924] 1995), developed similar arguments examining the process by which English courts from the sixteenth to the eighteenth century validated business practices, and thereby converted ideas relating to property. These evolutionary accounts tended to see law as a dependent variable in the broad historical transition to capitalism; the law was subject to irresistible pressure to change in a way which made it more functional for the emerging new order. Once in place, however, the law as an institution becomes itself determining; it reinforces the particular pattern of economic organization by putting in place rules and sanctions that are functional for and fit the structure of the economy.

By contrast, another strand of analysis focused more specifically on the nature of the law as an institution and the place of this institution in the broader social context. The dominant influence here is Weber. In particular, Weber was well aware of the indeterminacy in the relationship between legal and economic phenomena. In his view, law reflected not only economic but also ethical, religious, social, and political influences. Therefore, economic phenomena could have at best a partial impact on legal phenomena. It could not determine the law and the law should not be seen as evolving from one state to another because of purely economic factors. For Weber, the relationship between the economy and law was strongly mediated by the legal system, legal thought and the dominant types of ‘legal honoratiore’ in different countries, or in his own words: ‘Economic factors can therefore be said to have had an indirect influence only . . . we shall frequently see that those aspects of law which are conditioned by political factors and by the internal structure of legal thought have exercised a strong influence on economic organizations’ (Weber [1921] 1978: 655).

The law as a specific set of social relations with its own conditions of existence emerges strongly in Weber’s analysis. Legal norms and rules, according to Weber, differ from other social norms and rules because they are made, imposed, and sanctioned by a staff of people especially holding themselves ready for this purpose (*Rechtsstab*). Rational legal authority, as compared to other forms of authority, is based on an abstract legal order that grants formal treatment to all subjects and violations of which are sanctioned by the *Rechtsstab*. But it also depends on the legitimacy beliefs of those subjected to authority in the legality of the order. Apart from legislation ‘from above’, Weber’s analysis, therefore, highlights the role of ‘legal honoratiore’ and judicial procedures in charge of making and enforcing the law (Weber [1921] 1978: 784ff). In his comparison of common and civil law systems, Weber pointed to the influence of the social composition and training of lawyers, judges, and other law specialists in different societies on the development of legal thought and its affinities with the substance and form of law as well as the operation of the legal system. His arguments therefore reject the notion of the law as determined and evolving in order to meet the ‘needs’ of the economy\(^2\) and instead focus

\(^{2}\) This is not to neglect the unresolved ambiguities inherent in Weber’s work between his assessment of civil law as formally more rational than common law and his analysis of the complexity of the
on the necessity for a detailed analysis of the legal system in its own right in order to
disentangle the subtleties inherent in the relationship between law and economy
(Rheinstein 1954).

Weber’s rejection of simple evolutionary accounts of law is reflected also in the
work of Eugen Ehrlich, a law professor born in Bukowina in 1862 and living in
Czernowitz until his death in 1922, both cities located in a part of the former
Austrian-Hungarian Empire that fell under several, changing legal jurisdictions
over the course of his lifetime. Ehrlich started from the observation that the rules,
which guide the behaviour of actors in economy and society, often diverge signifi-
cantly from the rules that are laid down in statutory law and court rulings. Therefore,
his writing was dedicated to the analysis of ‘a practical concept of law’ (Ehrlich [1913]
2002: 3ff) which would help to fill the ‘blind spot’ of jurisprudence (Ziegert [1913]
2002: xxvii) and to replace the assumptions of evolutionary and functionalist ac-
counts of the law with an alternative empirical sociology of the law. Ehrlich’s
Fundamental principles of the sociology of law ([1913] 2002) was, like Weber’s Economy
and Society ([1921] 1978), constitutive for the formation of the sociology of law and
socio-legal studies. 3 The fragility of the legal authorities under which Ehrlich lived
led him to particularly appreciate that in transnational contexts, there are often
various overlapping and competing private and state actors claiming legitimacy for
law-making and law enforcement (Quack 2007). For Ehrlich ([1913] 2002), legal rules
are only followed by people because they are supported by pre-existing social orders
of living. It is only within the context of social norms, which tie members of a society
together through a web of mutual expectations and potential social sanctions, that
we can understand why legal rules are followed or not, hence, the author’s critique of
the positivist position that ascribed legal propositions an effect in their own right.
Ehrlich’s plea for a study of the ‘living law’ (Ehrlich [1913] 2002: 81), instead, drew
attention to the methodological need for an empirical study of the interactions
between legal and social rules in practical life. It also pointed to routines and
practices of social life as a source for legal decision-making rules and state law. In
Ehrlich’s view, legal rules are distinct from social rules in so far as they emerge from a
specialized social structure aimed at developing a system of legal decision-making
and/or the state as legislator. While the legal decision-making system includes
lawyers and judges as those who apply and further develop the law in individual
case decisions, state law encompasses all the rules, which are devised by state
functionaries and politicians, passed through the parliament or decreed by a ruler.
In sum, the work of Ehrlich like that of Weber highlights the importance of studying
the legal system itself in order to understand better the effects of legal rules on

intermediating role of the legal system (for a long-standing debate see for example Trubek 1972, Hunt
1978, and Ewing 1987). Our view, however, is that the ‘English problem’ can be also seen as a case of
equifinality in which the English and continental legal systems represent ‘two kinds of administration of

3 Interestingly, Ehrlich was translated into English (in 1936) much earlier than Weber’s and
Durkheim’s writings on law and was very influential for socio-legal research in the US under the
economic coordination. Ehrlich, more than Weber, prepared the ground for a profound understanding of the reflexivity of legal in response to social norms (and vice versa) highlighted in modern socio-legal theories, such as Nonet and Selznick (1978), Luhmann (1985) and Teubner (1983).

LAW SHAPING NATIONAL DIFFERENCES IN ECONOMIC ORGANIZATION

The previous section has shown that institutionalist analysis has an ambivalent legacy in respect of law as a governing institution. Contemporary discussions on law in institutional analysis do reflect some of these ambiguities. While both the analysis of business systems (Whitley 1999) and the varieties of capitalism approach (Hall and Soskice 2001) highlight distinctive legal systems as an important institutional dimension shaping economic organization in different societies (and thereby question the notion of universally valid development trajectories), they remain largely silent on how the law itself evolves and how it specifically affects economic organization as compared to other institutions. As Stryker (2003) critically remarks, institutional and socio-economic studies are often very unspecific about the nature of institutions and do not separate out the effects of law from other institutions’ effects (see Swedberg 2003 for economic sociology). Whitley (1999) refers to law under the broad category of state regulation and introduces it predominantly as an institutional factor shaping forms of economic organization. Similarly, Hall and Soskice (2001a) in the presentation of their analytical framework refer to contract law as an institutional element, which is complementary to specific types of inter-company relations that are regarded as typical of liberal and coordinated market economies (LME and CME). Contributions to their volume illustrate the complementary effects of legal regulations with specific forms of corporate governance, inter-company relations, and innovation in LMEs and CMEs (Vitols 2001; Casper 2001). In both approaches, law is treated as an exogenous factor with determining effects on economic organization, reinforcing a particular institutional framework. Little consideration is given to the actual interpretation and adaptation of legal rules by the actors in question, the interaction of legal and non-legal institutions, and the recursivity of law. This sort of comparative institutionalist analysis focuses on how different legal systems have constituted firms as legal entities, and have shaped the rights of collective

4 The chapter by Teubner (2001) represents an exception since it deals with the question of how legal irritants affect cross-border transfers of legal concepts from a perspective that acknowledges the recursivity of law.
actors in relation to firms and rules on how collective actors may behave in market contexts.

There is no doubt that this approach has yielded a range of important insights into the relationship between law and different forms of capitalism and the impact of law on economic performance outcomes. The relevance of law for the constitution of corporate and collective actors has been highlighted by institutional and legal scholars with regard to national differences in the incorporation of the large modern enterprise (Hopt 2007), small- and medium-sized enterprises (Bagnasco and Sabel 1995; Lane 1995), including those prevalent in banking and finance (Deeg 1999; Vitols 2005; Lütz 2002), formal association and the interest organization of capital (Schmitter and Streeck 1985) and labour (Ferner and Hyman 1998), the prevalence of intermediary organizations (Morgan and Quack 2005), and the capacity of local public administration and government in relation to the central political authorities of a country (Putnam 1994; Zeitlin 1995). Less often treated in the varieties of capitalism and business system approach—though arguably of similar importance for the comparative institutional analysis of economic systems—are the professions (Abbott 1998; Lane et al. 2002), ‘third sector’ organizations (Anheiner and Seibel 1990; Evers and Laville 2004) and civil society organizations (Della Porta 2007). Another factor, which is highly relevant for shaping the constitution of economic actors and their resources, is inheritance law (Beckert 2008) which also has broader consequences for the distribution of wealth within societies.

In the field of financial economics, the relationship between law and corporate governance has become of major interest. La Porta and colleagues have argued that the degree of legal protection accorded to outside shareholders is crucial to understanding the growth of financial markets and through this financial development more generally (for an extensive overview of the debate, see La Porta et al. 2008; also Goyer in this volume). They argue that where this protection is high, outsiders are encouraged to invest in financial markets, thus making these markets broader and deeper and overall more efficient in terms of their allocation process. By contrast, where these protections are weak, insiders dominate companies and seek the private benefits of control. The result is less efficient allocation of capital. La Porta et al. ascribe these different forms of protection to differences between common law systems (where protection is high) and civil law systems (where protection is low). On the basis of quantitative analysis based on cross-country comparisons, they argue that there is clear evidence that better shareholder protection is associated with higher income per capita. The arguments of La Porta et al. are based on a strong view of the determining effect of law and in particular on the nature of law at a high level of abstraction, i.e. in terms of the comparison between civil and common law.

Taking this issue more broadly, however, the constitutive function of law for the formation of identities, preferences, and strategies of economic actors may be illustrated with a focus on the role of capital and labour in the corporate governance of large public companies in Japan, Germany, and the United States (see Morck 2000, 2005 and O’Sullivan 2003 for a comparison of a broader range of countries). Historically, the emergence of the large modern corporation in the nineteenth
century (that is a company with legal personality, limited liability, and transferable shares) soon led to a series of crisis and scandals, which quickly drew public attention to the need for regulation of the corporation. The company law codifications of the second half of the nineteenth century in the Western industrialized countries and subsequent reforms over the last 100 years were attempts to find a balance between protection of owners, as individuals and as a class, and the public interest. With increasing separation of ownership and control (Berle and Means 1932, Roe 1994), finding a balance between delegation of decision-making to directors and management and ensuring control over them by legal rules and liability became another focus of attempts to regulate the public corporation in company law, bankruptcy law, and other fields of law. While entailing a fair amount of cross-border borrowing and learning (Hopt 2007), legal specifications of the rights and duties of different groups of stakeholders in public companies still show significant variations between countries.

Aguilera and Jackson (2003: 453) highlight how the property rights arising from these historical developments in the contemporary period ‘shape capital specifically by establishing rights that favour different types of shareholders’. According to these authors, Japanese law entails a ‘shareholder sovereignty model’, where voting rights follow a majority principle and shareholders’ meetings retain broad powers. German law, too, privileges majority voting, but its ‘constitutional model’ differs from Japanese law in so far as it legally mandates two-tier board structures with substantial supervisory functions being delegated from general shareholder meetings to a supervisory board, since the latter tends to give disproportionate power to owners of large blocs of shares and thereby favours their strategic interests. Legislation in the United States, in contrast, is characterized by a ‘liberal market approach’, which provides minority shareholders with strong protection by means of high disclosure requirements and norms of one-share-one-vote. However, the federal structure in the US and the competition between states means that the actual operation of these processes is more complex. The state of Delaware has become the favoured place of incorporation for US companies because Delaware law has been relatively open to executives creating protective mechanisms against hostile takeover, such as ‘poison pill’ defences. Income from incorporation is essential to the Delaware state budget and this requires the approval of senior managers in firms; elements of the legal system that favour incumbent management versus shareholders constitute an informal quid pro quo. In sum, by granting differential rights, legal stipulations in the three countries favour different interest groups in their influence on corporate governance (see also Goyer in this volume; Coffee 2006; Gourevitch and Shinn 2005; Morgan 2007; Roe 2003).

On the labour side, too, corporate governance in public companies shows considerable variation in the types of collective actors involved and the degree to which they are entitled to representation in company decision-making (Gospel and Pendleton

---

5 But note that shareholders in the US historically have little direct influence over company management, such as nomination for corporate boards of directors or control over their pay.
These reflect historical struggles of labour to organize at the firm-level and other channels of influence on corporate management, which in some countries resulted in representation being guaranteed by statutory law (like co-determination in Germany), while in other countries being written into collective bargaining agreements (like joint consultation practices in France) which are derived from statutory collective bargaining rights, and again in other countries being very weak (as in the USA) (Aguilera and Jackson 2003). The degree and the form of representation rights (co-determination, information, or consultation) give employees and unions distinctive channels to influence companies’ decisions, which in turn shape the collective identity of representation bodies and unions in the different countries. One area in which the impact of different forms of employee representation becomes visible is in the restructuring of large companies where the legal rights of employees to representation and consultation slows down the sort of quick takeover process which is characteristic of the US and the UK (Ahlering and Deakin 2007; Deakin 2009; Deakin et al. 2006).

In addition to providing a legal identity, law also shapes larger patterns of economic organization by defining the rules which should govern the relationships between corporate and collective actors within the economy. In this way legislation and court decisions shape broader ‘patterns of competitive and/or cooperative relations between economic actors’ with significant implications for industry structures, models of production, and innovation, and for what Fligstein (2002) called the ‘control conception’ of an industry or economy. Property relations are also significant in this respect since they define social spaces in which companies determine their business models, develop patterns of inter-firm cooperation, and strategize for market control (see Campbell and Lindberg 1990 for different American industries; Carruthers and Ariovich 2004).

Anti-trust and competition legislation has historically played an important role in institutionalizing such control conceptions. In many countries, it reflects social struggles that took place during formative historical periods that became enshrined into law and subsequently influenced the economy in substantial ways. In the USA, the discussions and conflicts preceding the passing of the Sherman Antitrust Act in 1890 and following during the years up to the Clayton Act in 1914 represents such a formative period (Berk 1994). In the struggle between big corporations and small producers, cartels and loose agreements became denounced as unreasonable restraints of trade and were therefore outlawed in principle while mergers between firms, as long as they increased efficiency, remained a legitimate form of economic behaviour (Djelic 1998). Alternative patterns of control, such as associational systems, (see Berk 1994 for the railroad industry; Schneiberg 2007 for infrastructure industries) became undermined by government anti-trust cases against such small-firm trade associations in the 1920s.

US anti-trust policy made, as emphasized by Chandler (1977, 1990), a major contribution to the growth of mergers and concentrations in US industry. Jurisdictional actions played an equally important role in the struggle about the legitimacy of different production models (Berk 1994). While overall, the American economy was fostering mergers leading to large concentrations, oligopolistic market control, and
mass production, there always remained loopholes and exceptions, and legislation also had sometimes unintended effects. Zeitlin (2007: 229) highlights how localized speciality producers were able to informally organize the provision of collective services and information exchange, enabling collective learning at the industry level (Scranton 1997; see also Whitford 2006). Drawing on Berk (2009) he also points to exceptional court decisions, which allowed associations in the printing industry information sharing as long as they refrained from coordinated pricing policies. Finally, anti-trust decrees obliging large firms to licence technology to competitors became the basis for the development of new industrial clusters in the Silicon Valley (Borrus and Zysman 1997, cited in Zeitlin 2007: 229). In sum, however, US anti-trust legislation can be said to have fostered for a long time large corporations and mass production at the expense of such alternative forms of production.

The development of competition law in Europe, and particularly in Germany, provides an interesting comparison to the US case. Historically, cartels have been regarded much more favourably by German policy-makers, industry, and the larger public well into the period after the Second World War than they have in the US (Herrigel 1996). Attempted transfers of US competition law to Europe (Djelic 1998) in the early post war period were partially successful. However, as the reform of the German competition law in 1957 shows, social struggles over what would represent acceptable forms of cooperative behaviour and what should be outlawed as inappropriate restraints on competition took their own dynamics within a distinctive historical, social, and institutional context (Quack and Djelic 2005). While outlawing cartels, the Law against Restraints on Competition (Gesetz gegen Wettbewerbsbeschränkungen), passed in 1957, excluded certain types of company agreements from the general ban. In particular, term-fixing, rebate, and specialization agreements remained legal and provided small- and medium-sized firms with the possibility of information sharing and collective learning at the industry level (Herrigel 1996: 170–4). Furthermore, industries in which full competition was not regarded as possible were excluded from the application of the law. This applied not only to the public and infrastructure sector but also to banking and insurance (Djelic and Quack 2005, 2007). In sum, a break with cartels was combined with legal stipulations, which subsequently allowed German industry to reinvent previously existing forms of social coordination in a modern associational form. While certainly not the only factor, the development of German competition law after the Second World War can be nevertheless plausibly considered as a constitutive influence on the persistence of a decentralized industrial order (Herrigel 1996) and the success of diversified quality production in the 1970s and 1980s (Streeck 1991). The importance of competition law in fostering or hindering the provision of common or public goods at the disposal of all or a group of companies has been more generally highlighted in research on the success of Italian, German, and Danish industrial districts in comparison to their decline in Britain and the US (Zeitlin 1995, 2007).6

6 France would be another negative case though not caused by competition law.
The previous section examined the ways in which law could be seen to determine and shape economic organization. In that perspective, law is given a classic ‘black box’ status where its inner workings are bracketed off in order to concentrate on its effects on other institutions. However, as we illustrated at the start, there is an alternative approach to law as an institution that derives from the historical and sociological accounts of law initiated by Weber and Ehrlich. From this perspective, we need to get inside the ‘black box’ and understand how it is constituted and reconstituted under specific historical conditions in order to appreciate the co-evolution and interaction of law, and economic organization. This requires three steps: firstly an historical understanding of how the legal field became constituted in different social contexts and the impact of this on relations between law, lawyers, and economic organization; secondly, an analysis of how and where the law evolved from being structured by political and social relations into becoming a business in its own right and the consequences of this for economic organization; thirdly, how, as law became a particular form of business, it changed the conditions under which international economic activity takes place, becoming highly innovative in shaping and reshaping legal rules and constraints at different levels of action (national, regional, global) and through distinct modalities of law (soft law, hard law, private law, lex mercatoria, etc.). In this way, the interactive nature of the relationship between law, political authority, and economic organization can be identified, leading away from deterministic and evolutionary models towards a social and political concept of law as an institution.

The social constitution of legal fields

In this section, we examine how the actors in the legal field became constituted and the implications of this for economic organization. The focus is particularly on the relationship between lawyers on the one hand and on the other hand, firstly the state and secondly, the private actors in society (particularly those with economic power). The basic issue that we explore is the degree to which lawyers identified with the state as a political entity, with the private actors as clients, or with law as a set of principles and processes above and beyond the state and private interests. It is this identification and its embeddedness in practices of law and the social relations of law that shapes how law as an institution interacts with economic organization.

If we take the example of England, what became identified as the common law tradition emerged from the combination of a tamed monarchy, an independent legislature controlled by the rich and powerful, and a legal profession with its own structure (Osiel 1990). This arose from the long and tortured process of political and
social change from the late medieval period into the early modern age. As early as the signing of the Magna Carta in 1215, the rights of nobles against the monarchy were enshrined and kingship became the centre of long running battles between different noble families. The efforts of the Tudors were to create a system of national administration freed from the influence of Rome where monarchical power could be asserted in any part of the kingdom. This reduced the powers of feudal lords but faced other challenges such as those arising from religious and commercial change, both of which could find outlets in disputation in the parliamentary and legal systems (Braddick 2000). The Civil War of the mid-seventeenth century and the Glorious Revolution of 1688 created a new balance between monarchy and parliament, which worked against the imposition of a system of law controlled from above and led to a relatively flexible approach in which case law, disciplined by systems of appeal and legislative oversight, adapted to changing circumstances.

Under these conditions, lawyers claimed to be guardians of liberty by using the common law and the system of precedents to legitimize rights (particularly of property) and to guard against state despotism (on lawyers and liberalism in general see Halliday and Karpik 1997; Halliday, Karpik, and Feeley 2007). On the other hand, the liberty which was being protected was the liberty of the individual property owner. Thus the English lawyer was always firmly tied to the client (invariably drawn from the rich and powerful classes) against threats to the property of the client, either from the monarch or later from the propertyless masses either through theft, revolution, or the actions of a redistributive state.

Lawyers were not part of the emerging state apparatus; in theory they were an ‘independent’ profession with the power to control their own systems of recruitment, qualification, remuneration, and ethical values. Even though judges were appointed by the monarch and later the government, they had to be chosen from the profession where they had spent many years practising as independents in return for fees from clients. In so far as they were dependent, they were dependent on their clients rather than the state. This contributed to a particular vision of the law and the role of lawyers. They sought to serve their clients’ interests by interpreting the law creatively. Such creativity could be tempered by the judiciary or the legislature but the overall consequence was that the common law evolved gradually but continuously as circumstances changed, as clients faced new problems and lawyers developed new solutions. Common law was a pliable instrument for the wealthy and for their legal advisers.

Most European societies evolved a different dynamic primarily because monarchical power lasted longer and therefore legal systems were imposed much more powerfully from the top with very little restraint from either a legislature or an independent judiciary. This was formalized in the Codes of law imposed by Napoleon across much of Europe in the early nineteenth century and although the defeat of Napoleon led to their repeal, many European nations eventually produced their own codes. Although nineteenth-century Codes achieved political legitimacy through the adapted forms of political authority, which European states were establishing in this period, the principle of the Code remained unchanged—to place in an orderly manner in statute the law which governed all particular actions. In civil code
law systems, judicial decision-making focused on the statute and commentaries on the statute rather than cases. The law could only respond to changing circumstances by statutes themselves being changed. Associated with this, legal advice was cautious and constraining. If statute and the scholarly exegeses associated with statute did not explicitly give permission for a particular course of action, then it would be considered illegal and not to be undertaken.

Code law systems had two effects. On the one hand, lawyers in these systems became guardians of those rights, which had been established against monarchical control or were established in the Code itself, and the principles underlying the Code. On the other hand, lawyers faced the problem of being embedded within the state, being effectively servants of the state. Therefore where the state was illiberal, they were unable to practise the doctrines of liberalism (Halliday and Karpik 1997) and became potentially complicit in the coercive nature of the state (as happened with German lawyers in the Nazi period). Either way, the legal profession in these systems was at arms’ length from private clients. In a number of contexts, judges were appointed by the state without any period as independent practitioners. The independent fee-earning lawyer was of relatively low status compared to the lawyer as a civil servant or even, later, as an employed adviser inside firms.

The development of the legal profession in Germany illustrates the impact of this. During the nineteenth century, German states spearheaded by Prussia and Bavaria sought successfully to bring lawyers under state control (Siegrist 1996). The Prussian model of a closed and state-regulated legal bar in which lawyers as well as judges had the status of civil servants became crucial for the further development of the legal profession in the unified Germany. Even after the establishment of an independent and self-governing German bar association in 1878, the professional prototype of the lawyer continued to be modelled on the civil servant. This was intensified by the development of civil law regulations concerning trade and economy, such as the German Civil Code of 1896 that provided comprehensive legal codification. The German Empire built on the Prussian authoritarian state tradition regarded law as an unquestioned order to which citizens had to comply (Rueschemeyer 1990, 1997). The professional and legal system in the German Empire, thus, offered fewer opportunities for lawyers to develop entrepreneurial qualities than in the British context. There was also less demand for market-based legal advice, as large German corporations and banks established in-house legal departments that internalized a considerable part of legal work.

The majority of the German legal profession maintained a strong social and cultural distance from the needs and interests of industry and commerce (Siegrist 1996) that was reflected in the status-group orientated approach, a critical attitude towards the expansion of law firms in scale and scope, and an emphasis on professional standards that focused on the single practitioner (Blankenburg and Schultz 1989; McClelland 1991). Legal education reflected this with a predominant emphasis on constitutional and administrative law and little on areas like contract drafting or tax law. Osiel summarizes that the dominant view of law in the German case saw it as a:
purely analytical, intellectual construct, a sealed system of logically interconnected propositions impermeable to the economic pressures of the business world. . . . Whatever new opportunities for work and wealth the evolving social needs of the time presented to lawyers were thereby lost. (Osiel 1990: 2052–3)

An important element in this discussion is what Bourdieu refers to as ‘the general position of the juridical field within the broader field of power’ (Bourdieu 1987: 823). In common law systems, lawyers established themselves as independent practitioners serving the interests of their clients. From early on, this brought them into close alliance with the rich and powerful. In the USA, Perrow in his analysis of the development of the American economy in the nineteenth century labelled lawyers as the ‘shock-troops of capitalism’ (Perrow 2002) for the ways in which they served the robber barons of the gilded age. In the UK, these linkages were more subtle. A key group of law firms (later forming the nucleus of the Magic Circle firms) worked in the City of London, facilitating the development of the stock market and associated activities as well as working with the Bank of England and the UK Treasury. Members of these firms were part of a social and political elite of British society (Morgan and Quack 2005).

Although there were business law firms in Germany, they were outnumbered by lawyers working inside the state or inside companies and banks. Rueschemeyer describes the Prussian bar in the mid-nineteenth century as ‘as close to being Prussian civil servants as an attorney can be. And legally they were considered to be members of the royal Civil Service, with all the obligations this entailed for their professional and personal conduct, including restrictions on political activity’ (Rueschemeyer 1997: 210). They did not exercise the influence of US and UK lawyers. They were a part of the German corporate system, not independent of it nor particularly influential within it.

In France, also, the state played a central role in shaping the position of lawyers in the broader social structure. What differentiated this civil law system from Germany, however, was that French lawyers had played a role in the downfall of the Ancien Regime and became associated with the new state. Karpik identifies French lawyers as central actors in the building of a ‘liberal political society’ (Karpik 1997, 1999). Lawyers identified the rule of law with the principles of a liberal state and the rights of the individual as expressed in the Declaration of the Rights of Man passed by the French National Assembly convened after the fall of the Bastille in 1789. For Karpik,

The relationship with the political sphere had become the dominant organizing principle of the profession. . . . It is the priority given to political action together with the distance the collectivity maintained with respect to capitalist accumulation of wealth . . . which enables us to understand the presence of a profession . . . characterized by self-government, a rigorous code of ethics, a moderate economics, primacy of the courts and of the pleadings, a preponderance of individual clients. (Karpik 1997: 122)

In these different societies, therefore, the position of being a lawyer was constructed in distinctive national ways. In England, lawyers were closely allied to dominant
economic interests, using their knowledge to advise firms and wealthy individuals on how they could act. This advice was entrepreneurial, business oriented, case law based. In Germany on the other hand, lawyers were mostly employed by the state and only a small number were engaged in advising clients on an independent fee basis. Further the law was treated as something embedded in statute not something that could be adapted and remade by lawyers in response to changing economic circumstances. In France, lawyers were strongly embedded in the development of political liberalism, standing aloof in most cases from economic activity.

**Law as a business: the rise of the mega-law firm**

These developments had implications for the way in which lawyers organized their activities through to the mid-twentieth century. In France, for example, lawyers tended to work as sole practitioners or in small partnerships. Their individual clients rarely required more resources. Even where lawyers took on corporate work, this was of a limited scale. Only gradually, in the period after 1945, did a small number of firms become more specialized in corporate work but even then their size remained limited.

Germany was also characterized by relatively small firms of lawyers. Lawyers were only admitted to practice in their local court and therefore law firms were highly localized. The growing complexity of legal issues and growing demand for private legal advice raised repeatedly controversial debates within the German Chamber of Attorneys, particularly in the 1920/30s and in the 1960/70s, about the degree to which lawyers should become engaged in commercial activities and whether the operation of large law firms was consistent with the ethics of a liberal profession (Siegrist 1996). The existing rules of self-regulation were criticized by business law firms in various local Chambers of Attorneys as limiting innovation and being dominated by the interests of sole practitioners (Rogowski 1994, 1995) but there was no majority to achieve a fundamental change. The practice of lawyers remained restricted to the locality in which they were registered at a court. Though cooperation between lawyers (and lawyers and accountants) was possible and took place in the legal form of civil law association (Gesellschaft bürgerlichen Rechts, GbR), the size of these firms remained limited by the ‘location principle’. Few German law firms had more than ten partners in the early 1980s, long after restrictions on partnership size had been removed in England. It was not until the late 1980s that this situation changed. Following a decision of the Federal Court of Justice in 1987 that declared the

---

7 While in the following section we focus on law firms as important actors in the legal field, other authors have highlighted the influence of legal scholars and judges in generating ideas and legal constructs. In a very interesting comparison of the historical evolution of American and German corporate law, Klages (2009) demonstrates how legal actors in each country produced law doctrines, which oscillated between institutionalism and individualism and thereby established an elective affinity of law and economic interests. Rehder (forthcoming) provides an in-depth analysis of an epistemic community of labour judges, which reshaped legal doctrines in German labour law.
existing code of professional rules for lawyers as invalid, a number of reforms have taken place that liberalized the practice of law firms significantly. The admission of supra-local law firms led to the establishment of national law firms through mergers between law firms from different regions. Whereas none of the largest corporate law firms had employed more than fifty lawyers (including partners and associates) in 1989, many of them doubled in size during the following three years, the largest one reaching the number of one hundred and twelve lawyers in 1992 (Rogowski 1995: 125).

It is interesting to compare these developments to those in the US. The nature of US economic and political development from early on placed its legal profession on a distinctive trajectory. Abel and Lewis (1988) argue that nineteenth-century Americans were already more likely to use law and litigation to maintain a sense of moral order than their counterparts in England and Western Europe. This was related to the more pluralistic and transient nature of the American society, considerable mistrust of citizens in any concentration of government power and their strong rights-orientation. In the context of an eventually evolving weak and fragmented American state, lawyers and judges represented—to use Alexis de Tocqueville’s expression—the ‘aristocracy’ of pre-revolutionary America. Tocqueville also provided one of the earliest descriptions of what much later would be labelled the judicialization of politics (Shapiro and Stone Sweet 2002b) when he wrote that ‘scarcely any political question arises in the United States that is not resolved, sooner or later, into a judicial question’ (1945: 290).

Within this context, the economic development of the United States, at the beginning of the twentieth century, laid the ground for the triumphal procession of private practitioners and their influential role in the development of the American legal profession. The transformation of American capitalism from a small producer society into a world of large industrial corporations and big business was largely facilitated by lawyers. American business lawyers developed an unparalleled scope of professional activity, both inside and outside the court room. The anti-trust legislation that attempted to combat the misuse of economic power, for example, gave responsibility for judgements to the courts and thereby opened the floor for spectacular ‘legal wars’ between industrial giants each represented in the courts by an army of lawyers (Roy 1997). At the same time, lawyers expanded their activities from legal advice into adjacent fields, such as the intermediation of financial and corporate deals. Overall, their focus shifted from representation at the courts to negotiations in the board room and to contract work in their offices. According to Galanter and Palay (1991: 1), American lawyers started to ‘do more things for more clients and in more settings (not only the courts) than do their counterparts elsewhere’. The growth of big business in the ‘gilded age’ of American capitalism thus stimulated and was stimulated by the emergence of the big law firm.

The crucial thing about the growing size of law firms was that it enabled specialization. It was Paul Cravath who in the first decade of the twentieth century established the new organization of the law firm by employing highly qualified associates from law schools on an understanding that they might progress to partnership after having worked as associates for an extended period. Under the up or out system, only
a small number each year would succeed yet all the associates would work long hours in an effort to win the tournament. This employment system quickly spread across American law firms and allowed them to achieve growth in size and specialization. The number of law firms with more than four lawyers increased significantly in the first two decades of the twentieth century. In the early 1940s, it was not unusual for the largest American law firms to employ forty or fifty lawyers—though most of them were still operating only in one city or region. According to Galanter and Palay (1991: 14) ‘the large law firm—and with it the organization of law practice around the “promotion to partnership” pattern—became the industry standard’.

From the 1970s onwards, the large American law firm underwent a further change as it adapted to the increasing internationalization of US business and the expansion of capital markets. Galanter described this as the rise of mega-lawyering (Galanter and Dingwall 1983), a term that has since been taken up to describe changes in other countries such as the UK (Flood 1989, 1996). The size and geographical scope of law firms increased from the 1980s onwards, partly through inter-state mergers and the establishment of offices outside the US, to an extent that formalized management methods were introduced to govern their activities. American mega-law firms, in short, became increasingly driven by commercial considerations of how to increase turnover and profitability through high partner-to-associate (leverage) ratios, maximizing the rain-making capacities of their partners and having the legal work done by numerous associates and employees.

The emergence of the mega-law firm resulted from a ‘conjunction between the growth imperative inherent in the big firm’s organizational form and a set of changes in the business and legal environment’ (Galanter and Palay 1991: 76). Among the latter, the merger and acquisition waves of the 1980s and the increasing financialization of corporate governance in the US deserve mentioning. Another important factor was the growth in litigation, with a significant number of cases involving increasingly complex issues and higher stakes than in earlier periods. Robert Kagan coined the term ‘adversarial legalism’ to describe the dramatic increase in judicialization and litigation that the US has experienced since the 1970s (Kagan 2001). Adversarial legalism is characterized by two key features: formal legal contestation, e.g. competing interests and disputants readily invoking legal rights, duties, and procedural requirements, and litigant activism, e.g. a style of legal contestation dominated by disputing parties or interests, acting primarily through lawyers (Kagan 2001: 9). Kagan argues that the emergence of adversarial legalism relates to the inability of powerful actors—most obviously the state but also social groups such as the civil rights movement, trade unions, and employers’ associations—to impose their goals on others, in other words where ‘authority is fragmented and in which hierarchical control is relatively weak’ (ibid). The US federal system with multiple jurisdictional levels coupled with a market system that sustains diversity of forms of economic organization is crucial to this adversarial legalism. Within this environment of adversarial legalism, mega-law firms with their abilities to search systematically for precedents, to gather evidence on a large scale, and to develop aggressive arguments, prospered and grew to a previously unforeseeable extent while also
expanding their reach to foreign markets (Dezalay 1990, 1995; Dezalay and Garth 1996, 2002a, b).

The process of mega-lawyering proceeded more slowly in the UK. After the Second World War, a small number of law firms based in the City of London became integrally involved in facilitating the construction of financial products and aiding in their legal constitution. Although this led to some jurisdictional disputes, particularly with merchant banks (less so with accountants who were generally low status in this particular corner of the English class system), in the main, the symbiotic relationship between the City and these firms worked highly effectively in providing a legal environment in which financial institutions could experiment and develop new products. However the relatively small scale of the City compared to the environment of Wall Street and the US where large corporations were becoming predominant in the economy meant that there was limited pressure for growth and the Cravath system was not really used. Until 1967, the UK maintained a ceiling of twenty on the number of partners that could join together in one law firm so even the richest and most profitable law firms stayed relatively small. Once the ceiling was removed, firms could grow in size and the possibility of national and international expansion became a reality. It was not until the mid-1980s when a series of political and institutional changes occurred in the UK that there opened up huge new areas of business for corporate lawyers (Flood 1989, 1996). These included the Big Bang deregulation of the Stock Exchange, the Financial Services Act, the privatization of state enterprises, the transformation of building societies’ assets from mutual to private ownership, and a pension reform giving rise to increased private investment. These changes were followed up with the opening of Eastern and Central Europe to business and financial markets and later by the rise of China and India. For the US and UK mega-law firms’ internationalization was the obvious way forward. From the 1980s, US and UK law firms’ set up offices in new locations and engaged in mergers with other lawyers in the main centres of financial, political, and economic power (Spar 1997; Warf 2001). German firms were particularly favoured targets for mergers as they offered access both to the German market itself and to much of Central and Eastern Europe (Morgan and Quack 2005; Quack 2008).

The rise of the mega-law firm is a crucial point in the development of law as a governing institution for two reasons. Firstly, the capacity of law firms to shape the law on behalf of their clients increases exponentially because of the resources being deployed. The important point here as will be described in the following section is that the mega-law firm can effectively ‘attack’ the law, finding ways round it and through it for clients, finding ways to influence legislation, finding new ways of avoiding state law and replacing it with forms of private, soft law. It can engage legal procedures at new levels—international, regional, global, as well as national. The mega-law firm has the capacity for this in a way that previous types of law firms have not. Further they have access to multinational clients for whom this sort of activity is deemed valuable and economically rewarding. Thus the mega-law firm reconstitutes the relevant economic law in its own image as multilevelled, multifaceted and multi-jurisdictional.
Secondly, the mega-law firm is a US invention; it is a product of adversarial legalism and in important ways a carrier of adversarial legalism. It requires vast numbers of cases, conflicts, litigations, and above all fees to be economically viable. However in its power it threatens other models of law firms by winning their clients, accessing their markets, and shaping a new international arena of law. Thus the model of the small independent lawyer is undermined as national, regional, and international mergers and acquisitions creates new global law firms.

Internationalization and innovation

The growth of mega-lawyering brings into sharp relief the development of the entrepreneurial side of legal activities. It reveals law in the making, shifting and developing at multiple levels and in multiple arenas as mega-law firms and their clients develop a more activist and interventionist position on law, defining it as much as a facilitator as a constraint. From this perspective, the law as stable, predictable, and determining of economic action breaks down. Instead the law itself has to be seen as endogenously positioned with economic and social fields evolving and changing in response to actors and circumstances within those fields. Similarly the fields cannot be conceptualized using a national lens; they are frequently international in scope, with overlapping forms of jurisdiction, dispute, and adjudication that the mega-law firms coordinate and manage. Large law firms with intense forms of specialization, high numbers of lawyers, developed systems of support, dense networks of offices across jurisdictions cooperating together are active on behalf of their corporate clients in solving problems and developing solutions for problems clients did not even realize they had. Powell argues that:

the role of lawyers in shaping cases and manipulating the law to fit their clients’ interests becomes central... Lawyers not only interpret and transform the law in their daily practice but also create new devices... lawyers use novel legal arguments and courtroom advocacy to change the common law or case law that governs relations among private interests... lawyers contribute to lawmaking by the development of new legal practices and devices such as novel tax shelters, new arrangements for the ownership and leasing of property, new types of securities and bonds and even new forms of corporate organization. (Powell 1993: 426–8)

The entrepreneurialism and innovation of law firms increases not just because of the capabilities arising from scale but also because of the new opportunities, which emerge from internationalization. McBarnett identifies what she describes as the problems posed for global business in terms of:

- clashes between jurisdictions in terms of basic legal concepts as well as their interpretation and application,
- multiple requirements being imposed... [e.g.] different accounting rules,
- gaps, where there are emergent markets, for example, but no legal infrastructure within them appropriate to market dealing (McBarnett 2002: 100).
In terms of law firms and their multinational clients, the goal is to recognize variations across jurisdictions, levels, and arenas and to use these effectively for the economic benefit of both the clients and the law firms. This is partly about arbitrage, where difference is taken for granted and used to maximize advantages. It is also partly about the opposite, i.e. creating standard rules which apply across jurisdictions. These two practices go together, in creating value for clients and profits for the law firms, at the same time as generating a vortex of activity, innovation, and uncertainty that sucks more and more actors in.

In relation to arbitrage, the global law firm is able to advise clients about how to utilize the diversity of national legal systems in order to both manage their affairs and maximize their advantage. In the field of merger and acquisitions, for example, global deals require that relatively large numbers of national competition authorities agree to the terms. This is a complex process of coordination, which can break down particularly if key competition authorities such as those in the US or Europe decide that a deal is inappropriate (Morgan 2006). Global law firms aim to overcome client problems and develop solutions. This has the potential to create a new product/solution that can then be sold to other clients. McBarnett states that:

Law is not just an obstacle to business but a material which can be worked on to its advantage. If creative means can be found to overcome legal obstructions to global deals, then those obstructions—still in existence, at least for a time, for others—become not an obstruction but an opportunity, and a route to competitive advantage. There is therefore a constant drive for new legal constructs to solve the global problem not just at the collective level but at the level of the individual business. (McBarnett 2002: 101)

At the global level then, law firms have multiple opportunities to develop new ways into the problems and gaps that exist in dealing across jurisdictions. Flood, for example, provides a range of illustrations of how law firms develop new products for banks, investors, and multinationals in order to provide a legal framing for new problems (Flood 2002, 2007, 2008; Flood and Skordaki 2008; Flood and Sosa 2008).

This places global law firms in a complex relationship to movements to harmonize and standardize laws across national boundaries. It might, for example, be argued that it is in the interests of global business to establish stability and predictability through creating forms of ‘global law’. Indeed, there is plenty of evidence that at least in the form of privately agreed international rules and regulations (soft law) this is occurring in many arenas (Djelic and Sahlin-Andersson 2006). For example, Morgan describes how the private association, the International Securities and Derivatives Association (ISDA), made up of the largest participants in the over-the-counter derivatives markets, created a model contract that became the common template for all such transactions. Two major law firms from the UK and the US played a significant role in drawing up the contract and identifying potential areas of problems where national jurisdictions might contradict the rules which ISDA sought to provide. Local legal opinions were therefore sought and efforts made to lobby for
change in national systems in order to bring them in line with the international model contract (Morgan 2008). This works against arbitrage techniques, but by reducing costs and uncertainty brings another set of gains for clients.

This interplay between national and international, hard and soft law has become a central arena for global law firms and for firms and regulators in many different sectors (Applebaum, Felstiner, and Gessner 2001; Djelic and Quack 2003; Djelic and Sahlin-Andersson 2006; Gessner 2009; Graz and Nölke 2008; Likosky 2002; Quack and Djelic 2005). At one level, these studies reflect the emergence of what Hedley Bull described as ‘the new medievalism’ (Bull 2002). Bull identified the decline of the sovereignty of the nation-state as a return to a sort of medieval order in which there existed multiple forms of authority and legitimation with overlapping spheres of jurisdiction. Although Bull’s metaphor overplays the decline of the nation-state and neglects the long-term existence of Kantian forms of theorizing about international law and their embeddedness in certain international institutions such as the UN with the idea of a constitutionalized international legal system (Koskenniemi 2007), it nevertheless captures some of the new environment, which is being created by the interactions between law and global law firms with multinational clients and new forms of transnational solidarity.

In her analysis of this form of legal pluralism, Riles emphasizes what she describes as ‘stepping outside Weber’s shadow’ (Riles 2006), i.e. the absolute association of law with the state and instead recognizing that the nation-state’s ability to define the nature of the law that is relevant for its subjects has never been absolute. It has always been mitigated by transnational and global arenas of law as well as national and local (see also Halliday 2004). It is about other actors besides the state and other arenas besides those defined by the nation-state. The confluence of international mega-law firms, multinational clients, global economic processes, and new forms of international law-making in the public and the private domain and at various levels of collectivity (the EU, the WTO on the public side and the plethora of private standard setting bodies on the other) has created a new environment. As Watt states: ‘Such changes suggest multiple polyvalent perspectives from which law can be perceived: beyond the perspective of the national court, law is evolving under the impetus of private arbitrators, mobile capital seeking to invest, transnational communities of interests, international courts or non-governmental organizations’ (Watt 2006: 585; see also Applebaum et al. 2001; Gessner 2009).

For example, there is no doubt that the legislative institutions of the European Union have generated a dense net of European regulations and directives which have direct and indirect effects on national law in the member states. As a result, comparing the law of different nation states as independent and separate entities within the EU is increasingly misleading. Instead, the development of the law in the member states needs to be considered as interconnected and co-evolving in various ways (Alter 2001; Craig and De Búrka 2007). This opens space and opportunities for economic actors to strategize on multiple levels of the policy and law-making process. Furthermore, networked governance within the EU generates various types of voluntary rules and standards as potential sources of formalized law
Beyond an analysis of the multilayered nature of the legislative process in the EU, it is important to consider a number of related elements of the transnationalization of law. The first element concerns the shift of decision-making into legal arenas and out of the political context. The second concerns the nature of the process of decision-making in this arena and the sort of knowledge that is effective in this arena. The third element concerns the construction of a global elite to manage these processes.

With regard to the shift of decision-making into legal arenas, this has been articulated as a process of judicialization (Shapiro and Stone Sweet 2002a). At one level, this enables actors to take out of the political arena controversial issues that seem incapable of solution and instead place them in a context where they can be resolved according to specific rules and procedures. This creates a different logic, one that is driven by technical expertise and the ability to marshal legal resources rather than being driven by debates on broader values and norms. In an era where these values and norms are subject to contestation and there are a plurality of interests articulated in the political realm, there are significant institutional blockages to resolving many issues through the political process. Increasingly, therefore, this gap has been filled by the development of formal and informal legal rules and practices. Dezalay and Garth, for example, have shown how the International Court of Arbitration in Paris became an increasingly important site for the resolution of disagreements between companies and countries (Dezalay and Garth 1996) and has filled this gap. The Court was drawn from notable lawyers from the US and Europe who developed their own rules of procedure. The Court was convened on the instruction of the parties to the disagreement and proceeded on the basis of minimal publicity in order not to create wider conflict between two commercial actors who would in the future want to work together again. Dezalay and Garth show how gradually US global law firms, primarily because of their mega-law capabilities and their common law competences became dominant actors in this process representing multinational clients and sovereign states and providing increasing numbers of arbitrators.

Similar developments have occurred in the arena of trade law where the formation of the WTO led to a judicialization of disputes between countries via the creation of the Appellate Court of the WTO, where aggrieved nations could seek remedy on the grounds that their ability to conduct free trade according to WTO rules was being obstructed by the actions of a government (Garth 2008). In the EU, the European Court of Justice has become increasingly involved in interpreting the relationship between European law and national law. Contrary to initial expectations, the ECJ has evolved a significant constitutional role and in so doing has taken some issues away from the politics of the Council of Ministers and moved them into a judicial form (Alter 2001, 2008; Cohen and Vauchez 2007). In these arenas, the model of process and litigation developed in the US, which requires legions of lawyers working in a highly concentrated way on particular cases and bringing these
cases to court and representing them, has become dominant—leading some authors to identify a global transfer of Kagan’s adversarial legalism (Keleman 2006; Keleman and Sibbitt 2004).

The second issue concerns the nature of the legal knowledge, which counts in these transnational arenas. Here, there is a strong argument that the dominant form of knowledge is one based on US law and in particular on the development of a particular conjuncture of economic knowledge and law that has characterized the US over the last few decades. The Law and Economics movement pioneered in the US, and in Chicago in particular, involved a drawing together of free market economics with a focus on law as both a contributor to the free market and as also subject to the efficiency requirements of the free market. These arguments linked together common law, free market economics, and issues of economic development into the neo-liberal discourse that became a dominant feature of international economic policy from the 1980s to the impact of the credit crisis of 2008. Faust, for example, quotes Posner, one of the founders of the economic analysis of law, stating that ‘the common law is best (not perfectly) explained as a system for maximizing the wealth of society’ (Faust 2006: 839). Dezalay and Garth explored how this combination of legal and economic analysis became spread throughout the world (Dezalay and Garth 2002a, b). Key features of this concerned the investment that the US made in providing education and training in law for the elites of other countries (Silver 2000, 2002, 2007), often by providing scholarships to the best and the brightest students from foreign systems into the US legal education world. European legal elites had been badly tainted by their involvement and sometime collusion with the Nazis. By contrast, the US in the era post-1945 was seen as the bringer of the rule of law in a benign liberal environment. Elites seeking to study law therefore turned to the US in a way which they had not previously. In the US, these elites learnt the nature of the law and economics perspective, many of them in the most high status and well connected of the law schools. Some of them took this knowledge back to their home countries where over time they became increasingly influential conduits for the flow of these ideas and practices into their home systems. Others stayed in the US and acted from there to spread such ideas by using their networks in their original locations, while at the same time increasing the diversity inside the US firms sufficient to allow them to deal more effectively with different legal systems.

This spread had impacts on many areas of law. In competition law, for example, the US model with its emphasis on the technical analysis of economic impacts and its rejection of simple concentration models and definitions of anti-competitiveness has been of major significance. It has led a shift in competition policy away from the politics of producers and small firms and into the judicial arena where economic analysis has become the key deciding factor (Djelic 1998, 2002; Djelic and Kleiner 2006; Gerber 2006; Morgan 2006; Quack and Djelic 2005). In financial markets law, the combination of US (New York) law and UK law has been the dominant force (Morgan 2008).
These arguments about the Americanization of the transnational arena may ultimately over-estimate the process. The creation of transnational rule systems remains relatively decentralized with a wide range of participants. Halliday and Carruthers, for example, have looked at the development of bankruptcy law in different national contexts and whilst they identify certain common actors, they also emphasize that there is an element of uncertainty in the process of transplanting rules across contexts. Actors in national contexts react back and create loops of recursivity in which changes and adaptations are made to systems (Carruthers and Halliday 2006; Halliday and Carruthers 2007, 2009; Halliday and Osinsky 2006). Similarly, law firms may take different forms in the global arena and do not necessarily follow the US model of mega-law and adversarial legalism (Morgan and Quack 2005; Quack 2008). Duina (2007) shows how different national legal traditions had a significant influence on how different transnational market systems (the European Single Market, NAFTA, and Mercosur) were built. His analysis demonstrates that the law influenced how transnational markets are organized and that law at one level (national) affected economic activity at another level (transnational). In a multipolar world characterized by diverse legal actors, traditions, and arenas, there remains a high level of complexity and indeterminacy even within a context where US law has many sources of dominating power (Quack 2007).

**CONCLUSION**

In this chapter, we have examined law as a governing institution. Contrary to some institutionalist accounts in which law is taken as a given, an exogenous factor determining economic organization, we have emphasized the dynamic, endogenous nature of law. As we have shown, there are many useful insights about institutional reproduction and change that can be developed through treating the law as stable and then comparing the impact of distinctive national systems of law on aspects of economic organization. There is now, for example, a flourishing field in relation to issues of corporate governance where analyses of shareholder protections and the claims of various legally constituted actors to particular assets or to particular rights are clearly affected by the law. Similarly, laws relating to markets and competition impact strongly on how firms evolve and develop in relation to merger and takeover activity, price fixing and profit-taking in markets and incentives for innovation associated with the protection of intellectual property rights and the vesting of claims to IPR in various entities. There is no doubt that continued research along these lines can yield dividends in terms of understanding differences across nations and firms and the impact of these processes on the growth of firms and national economies.
However, throughout this chapter, we have emphasized that this approach needs to be balanced by a view which recognizes that law is always something in the making. It has its own trajectory of development, which is historically embedded. This embeddedness is reflected in the nature of law itself, in the organization of the legal profession, and in the position of law and lawyers in the broad political and social structure of the society. These actors in the juridical field or on its margins engage in shaping and reshaping the law as part of their regular activity and business. It is therefore essential to understand the internal dynamics of the business of law and how it is evolving and with what purpose.

In this respect, we have emphasized three features. Firstly, we have shown how the growth of mega-law firms speeds up the dynamics of legal innovation and internationalization since these firms have the capability to explore multiple legal environments and engage in arbitrage as well as standardization in order to serve their multinational corporate clients. Secondly, we have demonstrated that this reflects the emergence of a multilayered world of law where there are overlapping jurisdictions and judicial and quasi-judicial bodies ranging from the national through the regional (especially the EU) to the global (most prominently in the WTO). Thirdly, we have highlighted the growth in this multilayered system of soft law and private agreements between actors as ways of resolving potential legal problems (e.g. in the establishment of the International Commercial Court of Arbitration or in the work of the International Swaps and Derivatives Association). An understanding of how law is evolving is therefore crucial to our analysis of institutional change and stability. It is necessary to ‘open the black box’ of law in the way in which other such issues have been opened for analysis. Once this is done, what appeared to be stable and objective is revealed to be subject to contestation and change.
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CHAPTER 11

INSTITUTIONAL CHANGE IN FINANCIAL SYSTEMS

RICHARD DEEG

INTRODUCTION

For many comparative institutional scholars the financial system stands at the heart of each nation’s system of capitalism. How and to whom capital is distributed by the financial system is taken as constitutive of the economy more generally and plays a major role in deciding which firms are successful, as well as the distribution of resources to groups in society and the overall pattern of economic growth. While change in financial systems has been widely documented, the interpretation of change—what does it mean?—and the explanation of change—why and how did this happen?—remain open to debate. We will argue that a meaningful answer to these questions begins with a typology of financial systems. Each system will be characterized by certain structural features, patterns of behaviour, and an overall system ‘logic’. Once this is established, we can begin to characterize the significance of observed changes.

This chapter will concentrate on the advanced capitalist economies since the early 1980s. It does not focus directly on the development of international financial markets per se, though developments in this area are intricately linked with institutional change in domestic financial systems. The chapter has four sections. The first
reviews alternative approaches to comparing financial systems and conceptualizing their broader political-economic functions. The second section provides a brief empirical summary of key changes in financial systems. The third addresses debates on how to explain change in financial systems. The final section revisits the issue of financial system typologies, looks more closely at the changing function of financial systems vis-à-vis the real economy and the financial crisis of the late 2000s, and concludes with an agenda for future research in the field. The chapter suggests that simple typologies of national financial systems are increasingly difficult to sustain in light of common trends toward increased financialization and internationalization of finance, even as remaining differences in national financial systems are quite evident in the differential impact of the global financial crisis.

**Defining and Comparing National Financial Systems**

Following Schmidt et al. (2002), we conceive the financial system as constituted by three dimensions. First is the ‘structure of financial markets and their regulation’. This includes the nature of financial firms and distribution of activity among them, as well as the diverse market segments in which financial products are sold, consumed, or traded. Second, financial systems are also distinguished by ‘financing patterns’, that is, the type and extent of credit extended from the financial sector to firms, households, and governments. Finally, the financial system is understood to include the ‘corporate governance’ system, since firm financing patterns and the structure of financial markets are affected by (or affect) corporate governance. Corporate governance refers to the rules (formal and informal) that determine ‘how authority is distributed among [firm] owners, the board of directors, senior managers, and employees’ (Bebchuk and Roe 1999; see also Goyer in this volume). What defines and unifies all three dimensions into the financial system is the existence of institutional complementarity (here in the sense of functional interdependence) among them. It is also important to note that the constitution and evolution of a financial system is driven both by choices on the demand side—market choices made by consumers of financial products—and the supply side—in innovators of new products and markets. All of these actors also shape the rules and regulations (institutions) that govern financial markets through political processes.

While some analysts may not use the word ‘revolution’ to describe changes in financial systems, all would agree that there have been dramatic changes since the late 1970s in all advanced capitalist economies. Between the 1930s and early 1970s national financial systems were in a period of relatively autonomous development due to the near collapse of international capital markets in the Depression and their slow revival.
in the post-war period (Helleiner 1994). The global economy was characterized by ‘embedded liberalism’ in which global trade was promoted while global finance was restricted through capital controls. The latter was a requisite of the fixed exchange rate regime under Bretton Woods (Ruggie 1982). During this period, the distinctive paths of national financial systems intensified in many respects, as they were more deeply embedded in the post-war national economic models that emerged. In some cases, such as France and Italy, the state used both bank ownership and credit regulation to channel capital according to state-defined goals. In other cases, such as Germany, banks remained relatively independent of state control but were embedded deeply in corporate governance through extensive corporate lending, equity ownership, and active monitoring of firms in corporate boards. In cases such as the UK and US, where securities markets were comparatively more important and banks had more arms-length relations to firms, market competition in finance was nonetheless muted through extensive regulation designed to limit systemic risk (Zysman 1983). Limitations on international finance and the strengthening of institutional complementarities between financial systems and the broader national economies held these systems relatively stable through the 1970s.

The present era of financial internationalization is generally dated to the rise of the Eurodollar market in the 1960s, the collapse of the Bretton Woods system at the beginning of the 1970s, and the subsequent removal of capital controls in the 1970s and 1980s. Change in domestic financial systems was slow at first, but accelerated over time. By the turn of this century, the changes have been sufficiently far-reaching that the distinctive characteristics of national financial systems are less readily apparent, and we begin to ask whether the typologies of financial systems developed in the post-war era to characterize them are still useful. If not, what typologies are now meaningful? Or, do we need to see financial systems as converging to a more or less homogenous model?

Probably the most common typology of financial systems divides them into two ideal types—bank-based and market-based (Allen and Gale 2000). In bank-based systems banks dominate all aspects of financial markets, including corporate finance, retail banking, and underwriting and trading in securities markets. Financial intermediation ratios are high, as household savings are channelled largely through the banking system. In such systems banks also typically engage in ‘relational banking’ with corporate clients, meaning a long-term relationship based on reciprocity (Aoki 2001). The use of equity for firm finance is typically circumscribed and reliance on bank loans relatively high. In many cases banks play a prominent role in corporate governance, exercising influence over firms via large equity stakes and seats on company boards. Bank-based systems have been characterized as systems of ‘patient capital’ with a comparative advantage in financing long-term investment in relatively stable technologies and industries (Rajan and Zingales 2003; Allen and Gale 2000).

1 Though a number of studies suggest the differences between the two systems have generally been exaggerated (Corbett and Jenkinson 1994).
In market-based financial systems, on the other hand, borrowers rely much more on markets for equities, bonds, or other instruments to secure their external finance (as opposed to bank loans). In market-based systems ownership of firms tends to be more widely dispersed. Diffuse ownership, in turn, makes management more vulnerable to market sanctions in the form of declining share price (which they usually feel compelled to correct) or external takeover of the firm by another group of owners. The greater use of markets also means that deal-based, rather than relationship-based, banking is predominant. Market-based finance is typically ascribed with a comparative advantage in financing risky investments in new technologies and growth sectors.

Until the late 1990s an important variant of this typology was commonly used. This typology added a ‘state-dominated’ financial system to the categories of bank- and market-based (Zysman 1983). This third ideal-type category captured financial systems in which the state played a central strategic role in allocating capital to specific firms or categories of investment. In some cases this was achieved through state ownership of important banks; in other cases it was achieved through indirect methods in which bureaucracies used monetary regulation, ‘guidance’, subsidies, etc. to direct capital towards targeted firms, sectors, or technologies. The value in this third category of financial systems is that it not only captured important aspects and dynamics of several European countries (France, Spain, Italy) but also of many East Asian economies (notably Japan, South Korea, and China in the current era).

A final important typology focuses on the corporate governance and firm ownership dimension to distinguish among financial systems. This typology also divides systems into two basic types, alternately labelled insider versus outsider systems, concentrated versus dispersed ownership systems, or stakeholder versus shareholder systems (Franks and Mayer 1990; see also Goyer in this volume). An insider or stakeholder system is characterized by many features. First, all major stakeholders—owners, managers, employees, and perhaps even supplier firms—are viewed as having a ‘stake’ in the firm and thus a legitimate right to participate (not necessarily equally) in the key decisions affecting the firm’s strategy and the distribution of firm income. Second, since employees are stakeholders, firms have a strong commitment to employment security. Stakeholder corporate governance systems are typically strong when equity markets are weak, since the latter tend to encourage a focus on shorter-term profitability, which often can only be achieved through the ready dismissal of labour. The commitment to long-term employment and focus on long-term investment is further facilitated by the concentration of ownership. Major block-holders constitute a core of stable, long-term investors that work with management towards long-term success (usually defined more in terms of revenue growth and market share than profitability). In such systems there has traditionally

---

2 These different labels reflect the fact that different scholars focus on different aspects of systems, but generally speaking, insider systems are those with concentrated ownerships and stakeholders; outsider systems have dispersed ownership and shareholder orientation.

3 In stakeholder systems, employees may have a formal, statutory role in firm management, as in Germany through the institutions of co-determination and works councils.
been a bias against small, minority shareholders (Roe 2003; Gourevitch and Shinn 2005). Stakeholder systems are often characterized by equity links (and interlocking directorates) among groups of firms, with the Japanese *keiretsu* perhaps being the most famous example. Banks are often part of these equity and personal networks, which facilitates relational banking (and patient capital).

In outsider or shareholder-oriented corporate governance systems ownership tends to be more widely dispersed. Corporate governance rules do not typically accord stakeholders such as labour a voice in firm management. In principle, firms are managed in the interest of owners alone. In reality, though, when ownership is widely dispersed firm managers frequently have a high degree of autonomy in managing the firms. To make the interests of owners and managers coincide, starting in the 1980s it became common to pay managers to a significant degree with performance-related forms of compensation such as stock options. Outsider systems are characterized by rules that protect minority shareholders, e.g. by curtailing or eliminating shares with unequal voting rights. To encourage investment and create liquid markets for shares, these systems traditionally also have more stringent accounting rules that increased the transparency of corporate finances. Because of the prominence of equity finance, management is more oriented towards maintaining a higher share price and maximizing the return on owner equity (that is, maximizing ‘shareholder value’). This management focus is further strengthened by a ‘market for corporate control,’ especially in the form of hostile takeovers.

Stakeholder corporate governance typically coincides with a bank-based financial system (and outsider with market-based) because of institutional complementarities. However, in the last decade there is evidence that these two dimensions of financial systems are changing in different directions, or at least at different speeds, with important consequences for how we characterize and understand differences among financial systems. Finally, it is worth stressing that even during the era of relatively stable evolution in the mid-twentieth century, these typologies elided substantial differences among financial systems even within the same type. The importance of these differences becomes apparent as we analyse systemic change in recent decades.

**Financial systems, models of capitalism, and firm behaviour**

In much of the comparative political economy literature institutional complementarities between the financial systems and other key institutions are seen as central to constituting the overall character of the political economy (for a review, see Jackson and Deeg 2008). There is, however, no simple correspondence between typologies of financial systems and typologies of capitalism. Comparative institutional theories of

---

4 For example, in several European countries (France is a notable example) there is a clear decline in large firm dependence on bank-intermediated finance, but concentrated ownership or insider control persists in many cases.
capitalism postulate anywhere from two to six types of capitalism, whereas institutional theories of finance typically postulate two or three types (a notable exception is Whitley 2008). Thus for the purpose of simplifying discussion, we use the parsimonious Varieties of Capitalism (VoC) typology (Hall and Soskice 2001) to illustrate some of the key linkages between the financial system and firm behaviour (financing patterns and market strategies) that are posited in the literature.

The VoC approach divides national political economies into two ideal types—liberal market economies (LME) and coordinated market economies (CME). Both types rest on a distinct set of complementarities among the institutions governing finance, firms, and labour markets that, in turn, lead to diverse firm and national competitive advantages. In LMEs, firms generally coordinate with internal and external actors—workers, suppliers, owners, and financiers—through competitive market arrangements or hierarchical control. Firms in LMEs have a comparative advantage in ‘radical innovation’, that is, innovations that entail major changes in the production process or the development of entirely new products (and firm start-ups). Firms pursue production strategies based on general assets and thus the ability to quickly switch assets to new purposes. This strategy and the radical innovation that follows profits from flexible labour markets—hence the advantage of low or minimal employment protection laws, as found in the US—and market-based finance, which provides a higher level of risk-oriented capital and the ability to quickly reallocate capital to new purposes and technologies. The high level of risk-oriented venture capital funding the US and UK, for instance, is complemented by NASDAQ-type stock exchanges which enable venture capitalists to sell their company stakes to new investors who, in turn, infuse innovative firms with new capital. The diffusion of ownership, deep and liquid equity markets, and active market for corporate control—as found most prominently in the UK and US—also facilitate innovation through the acquisition or recomposition of corporate assets. Thus in LMEs it is more common to find firms such as the American firm DuPont, which remade itself in the late 1990s through divisional sales, spin-offs, and acquisitions from a chemicals manufacturer into a life sciences firm.

In coordinated market economies (CME) firms rely more on non-market governance mechanisms, such as less formal ‘relational’ or ‘incomplete contracting’ to solve their coordination problems. A prominent example would be joint R & D arrangements between German car manufacturers and key supplier firms such as Bosch. Firm networks and associations, such as the German industry associations, also play a prominent role as coordination mechanisms. Firms pursue production strategies that rely more on specific assets (whether capital or labour) which take advantage of these cooperative institutions. Thus, CME firms exhibit a comparative advantage in ‘incremental innovation’, understood as continuous but smaller changes in products and production processes. CMEs are thus associated with bank-based financial systems, which are superior in providing ‘patient capital’. Long-term finance enables firms to make long-term employment commitments and investments with delayed returns or those based heavily on the utilization of specific assets. Because these are also stakeholder systems, labour has an institutionalized role
within firms, commonly via works councils or in some cases, as most prominently in Germany, board-level co-determination, and relatively high levels of job security. This is said to facilitate higher levels of investment in human capital formation and labour–management cooperation. Markets for corporate control (especially hostile takeovers) and shareholder value are anathema to CMEs because they raise incentives for management to maximize shorter-term profits over longer-term investments.

In sum, understanding the role of the financial system for the broader economy can be usefully done by understanding how systemic characteristics of finance complement the organizational and market strategies of non-financial firms. That said, the extensive and rapid change in financial systems over the last two decades raises questions about the extent to which such characterizations are still accurate and whether changes in finance are leading to notable changes in the strategies of non-financial firms. Moreover, as a business sector, finance has grown much more rapidly than the general economy and increasingly followed a developmental logic independent of the needs of the real economy (see Engelen and Konings in this volume).

**Change in Financial Systems**

All financial systems in advanced capitalist economies have changed substantially over the last two decades, though bank-based systems are typically viewed as having undergone more radical change, and many see them as converging on a market-based system (Rajan and Zingales 2003). While they have all changed in different ways and to varying degrees, common trends can be identified across all of the advanced economies and we briefly summarize them here before turning to alternative explanations of change.

**Bank disintermediation**

While the share of financial claims held by all financial intermediaries has remained steady or increased in most cases (Schmidt et al. 2002), for banks there has been a clear decline since the early 1990s in asset intermediation ratios, that is, investors are increasingly bypassing banks and holding assets in bonds, equities, and other investments (Byrne and Davis 2002). In many countries firms are also borrowing less from banks (Byrne and Davis 2002). To be clear, though, relative to GDP, conventional banking business has also grown in the last twenty-five years (see Table 11.1) but not as rapidly as securities markets.
Growth of securities markets

Bank disintermediation is caused by the expansion of securities markets and a shift in financial activity to non-bank financial institutions. The relative growth of such markets is nearly universal among advanced capitalist economies and has been promoted from the demand side through changes in regulation, tax laws, pension systems, etc. that encourage households to shift their assets from bank deposits to securities, whether held directly or indirectly.\(^5\) Increasingly this capital is collected and invested by institutional investors—banks, insurance firms, pension, and investment or mutual funds. The introduction and promotion of private pension savings in many nations has been a major boost to the demand side for securities. The growth of markets is also promoted on the supply side through the deregulation of markets and the proliferation of new financial products that are traded on markets, such as stock options, futures, and other derivatives. Table 11.1 reveals an overall rapid expansion of financial markets vis-à-vis the real economy, a process that falls under the broader concept of financialization (see Nölke and Perry 2007; and Engelen and Konings in this volume). In many countries the financial industry
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Table 11.1: Comparative data on financial systems for selected countries (percentage of GDP)

<table>
<thead>
<tr>
<th>Country</th>
<th>Private Credit by Deposit Money Banks</th>
<th>Total Market Capitalization</th>
<th>Stock Market Capitalization</th>
<th>Bond Market Capitalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>67</td>
<td>88</td>
<td>27</td>
<td>181</td>
</tr>
<tr>
<td>Germany</td>
<td>83</td>
<td>113</td>
<td>43</td>
<td>122</td>
</tr>
<tr>
<td>Italy</td>
<td>57</td>
<td>85</td>
<td>72</td>
<td>176</td>
</tr>
<tr>
<td>Netherlands</td>
<td>58</td>
<td>160</td>
<td>44</td>
<td>208</td>
</tr>
<tr>
<td>Sweden</td>
<td>40</td>
<td>103</td>
<td>74</td>
<td>183</td>
</tr>
<tr>
<td>UK</td>
<td>25</td>
<td>148</td>
<td>84</td>
<td>217</td>
</tr>
<tr>
<td>USA</td>
<td>32</td>
<td>44</td>
<td>102</td>
<td>289</td>
</tr>
<tr>
<td>Japan</td>
<td>82</td>
<td>99</td>
<td>70</td>
<td>255</td>
</tr>
</tbody>
</table>

Table from Deeg and O'Sullivan (2006).
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was—at least until 2008—an increasingly important source of employment and contributor to GDP.\(^6\)

**Securitization**

This refers to the process of transforming liabilities into tradable securities, thus supplying securities markets with more products (commonly known as ‘asset-backed securities’) to be purchased and traded among investors. Much of these originate from banks securitizing their loans, including corporate loans and mortgages. For banks this is attractive because it removes these loans as liabilities from their balance sheets, thus freeing up capital to be used for other new business (see Schmidt et al. 2002). In principle, borrowers benefit from this process because it leads to increased funds available for loans and—through better risk management—better priced loans. In Europe, for example, the value of securitized assets rose from €47 billion in 1997 to €320 billion in 2005 (European Securitization Forum 2006 www.europeansecuritisation.com). The growth of securities markets also substantially shifted the function of rating and monitoring debt from banks to the three dominant credit ratings agencies, which in effect represents a substantial global centralization of the debt rating process (Sinclair 2005).

**Financial centre deregulation and stock exchange consolidation**

The increased mobility of capital not only enhanced direct competition among financial institutions but also among national financial centres, such as New York, London, Tokyo, Frankfurt, and Paris. A globally competitive financial centre is widely seen by domestic economic and political actors as increasing the efficiency of investment flows, lowering the cost of capital, and ensuring adequate supply of capital for domestic demands. To compete, governments sought to enhance the attractiveness of their financial centres by making them more profitable for investors, especially institutional investors. In practice this means deregulation of financial products and reduction of the costs associated with securities issuing and trading (among other things). Virtually all securities exchanges have been transformed into joint-stock corporations in order to enhance their innovative capacity, but also to open the door to cross-border cooperation and/or mergers among exchanges, such as that between NYSE and Euronext.

\(^6\) In the UK, for example, finance’s contribution rose from 5.5% of GDP in 2001 to 10.1% in 2007 with more than one million employed in financial services (IFSL 2008).
Changing content and process of financial regulation

Another common change across advanced economies is a shift from a high degree of self-regulation by financial sectors to a more mixed system in which self-regulation is increasingly overseen and codified in state supervision (Moran 1991; Lütz 2004). Domestic regulation of financial markets has also become increasingly shaped and constrained by international regulatory processes. Perhaps most prominent are the Basel capital regulations issued by the Bank for International Settlements. International or transnational regulation occurs to a substantial degree via governance networks involving both public and private actors (Djelic and Sahlin-Andersson 2006). On the whole, however, international financial regulation was relatively limited and based more on voluntary compliance, though the global crisis of 2008 suggests this will change.

Weakening of relational banking

In bank-based financial systems there has also been a notable weakening of relational banking, especially in Germany but also in Japan (Beyer and Höpner 2003; Aoki, Jackson, and Miyajima 2007). This occurred as banks increasingly shifted their market activities from traditional commercial banking to more profitable investment banking. Relational banking also weakened in part because many banks responded to growing competitive pressures by selling long-term equity stakes they held in corporate clients—which served as an important basis for their relationship—in order to free up capital to invest in more profitable ventures. Finally, relationship banking is weakened by declining bank borrowing by big firms and their increased use of securities for external finance.

Structural change in the finance industry

The financial industry itself has also undergone considerable change as an industry. Privatization of financial institutions has been widespread, thus state-dominated financial systems have become uncommon among the advanced capitalist economies (though are still common among emerging markets such as China). As a result of competition, deregulation, and privatization, there has also been a general trend toward consolidation among banks and concentration in the distribution of financial assets. In most countries there has also been a desegmentation of financial markets, i.e. restrictions limiting financial institutions to a limited set of financial activities have been loosened or eliminated. Thus universal banking has become more widespread. Finally, non-bank financial institutions, such as hedge, equity, and venture capital funds, and most importantly institutional investors, have become increasingly important actors in financial markets and also in corporate finance and equity markets.
Financial internationalization

It goes without saying that the most obvious change in financial markets is the growth of cross-border financial networks and flows of capital. Though internationalization is widely dated in its origins to the emergence of the Eurodollar market in the 1960s (Helleiner 1994), financial internationalization really only grew in relative terms after 1994: from 1980 to 1994 total global cross-border capital flows remained roughly steady at 4–5 per cent of global GDP; after 1994 this grew rapidly to 17.2 per cent (equal to $8.2 trillion) in 2006 (Farrell et al. 2008: 14). Internationalization also takes the form of financial firms from one country taking up activities in others, either through cross-border mergers and acquisitions or the establishment of new offices.

The risk revolution

Perhaps the most profound set of changes in financial markets might be summed up as a revolution in the management of financial risk. Before the 1980s, most forms of credit risk were carried on the balance sheets of the original issuer of the financial instrument (typically equities, bonds, loans, and mortgages). Over the last twenty or so years, financial risks have been increasingly divided and shared, sold and resold, through an ever-growing number of financial instruments, broadly known as derivatives. Derivatives are commonly defined as instruments whose value is derived from the value of an underlying asset, such as equities, bonds, or currencies. In essence, derivatives are financial contracts between two parties in which one pays the other to assume a specific risk. The most common derivatives include futures, options, foreign exchange contracts, interest rate contracts, collateralized debt obligations, and credit default swaps.

Financial markets have become increasingly constituted and shaped by the exponential growth of derivatives products: The notional value of derivatives (futures and options) traded on organized exchanges rose from $730 billion in 1987 to $7.8 trillion in 1993, and to $87 trillion as of early 2007; derivatives traded in the much larger (and less regulated) over-the-counter (OTC) market grew even greater, rising from $80.3 trillion in 1998 to $415 trillion (notional value) in 2006.\(^\text{7}\) Derivatives are attributed with improving financial markets by helping investors hedge their risks, improving market liquidity, and also with creating a new class of investment instruments. Derivatives have also become important risk management tools for non-financial firms. Exporters, for example, benefit from the use of foreign currency options. Given these benefits and light regulation, there was rapid innovation of new kinds of derivatives in recent years. In an environment of low inflation and high global liquidity, financial speculation in exotic new derivatives grew tremendously, helping to produce housing bubbles in the United

\(^7\) Data from Bank for International Settlement (BIS) (tables 19 and 23) and author’s own calculations. Notional value is the total value of the underlying assets; ‘gross market value’—the cost of replacing all derivatives contracts—is much smaller at around $10 trillion in 2006. Adjusting this number further to reflect netting agreements means that the net credit exposure or truly at risk assets amounts to about 1% of global GDP (Farrell et al. 2008: 20).
States and the UK. However, the financial crisis of the late 2000s revealed that derivatives markets had grown so large and complex that risks were in fact much greater than most investors believed. It also revealed the tremendous depth of global financial market interdependence and systemic risks created through the explosion of derivatives and securitized assets, as the default risk from sub-prime debt originated in the US housing market spread through the global financial system.

The expansion of derivatives markets was driven largely by investment banks, and to a lesser extent, commercial banks trading on their own accounts. This reflects in part their effort to replace dwindling traditional sources of interest income and boost profit ratios. The growth of derivatives has also been driven by the emergence and growth of hedge funds (many of which are run by investment banks). Hedge funds collect money from wealthy investors, banks, and institutional investors and, among many other investments, use much of these funds to invest in derivatives. Like many other aspects of financial markets, growth in hedge funds has been explosive; from well under 1,000 funds managing less than $150 billion in assets in 1996, the industry grew to more than 9,000 funds managing $1.75 trillion at the end of 2006 (IFSL 2008). Hedge funds, and especially private equity funds, have also become important actors in corporate restructuring in North America and Europe via equity stakes or purchases of firms. More generally, private equity funds have become significant alternative channels for large investors to achieve higher rates of return on their investments in equities. Like hedge funds and investment banks, their tremendous expansion in the 2000s was built substantially on using ample cheap money to conduct leveraged buyouts. 8

The financial crisis and ensuing regulation intend to rein in a good deal of the most egregious practices that emerged during the preceding years. Derivatives, hedge funds, and credit rating agencies are all subject to greater regulation. This raises the question of whether financialization, especially securitization and the proliferation of derivatives, will reverse course and decline in relevance. During and immediately after the crisis this is obviously the case. However, over the longer term many of the market and political forces that drove these processes are likely to reassert themselves.

EXPLAINING CHANGE IN FINANCIAL SYSTEMS

The obvious question at this point is what explains this dramatic transformation in financial systems? It used to be possible to draw a rather sharp line between explanations of financial system change based on level of analysis. On one hand,

---

8 Private equity investment follows a highly cyclical pattern, though from the mid-1990s to 2007 there was clearly a substantial upward trend. After rising to a peak of about $200 billion invested in 2000, private equity dropped into the $100 billion per annum range until booming again in 2006 when total investments reached $365 billion globally (IFSL 2008).
we find those that see change in domestic financial systems largely as a response to pressures arising from the changing terms of international economic competition and power relations among states (see Cohen 1996; Djelic and Quack 2003; Andrews 1994; Strange 1996; Simmons et al. 2008). On the other hand, we find explanations emphasizing domestic markets and politics independent of international pressures as primary causes of change, thus implying that the global financial system is essentially the summation of domestic financial systems (Sobel 1994; Perez 1998; McNamara 1998; Kapstein 1994). Although there is still significant utility in parsing out international from domestic sources of change, there has been a blurring of the distinction between these two types of explanations as scholars have—rightly—focused increasingly on the ‘interaction’ between international and domestic factors in their analyses of financial system change (for example, Jabko 2006; Posner 2005, 2009). Lines of debate now run significantly along ontological differences, and we therefore organize the literature along structural, institutional, and ideational (or constructivist) lines rather than level of analysis. It is important to note that these categories are not necessarily mutually exclusive and that within them we still find many scholars who emphasize either the domestic or international level.

**Structural explanations**

Structural or systemic explanations attribute change and stability in finance to inevitable and irreversible market forces or the structure of the international state system. The first common structural explanation can be labelled the ‘capital mobility thesis’ which, in essence, argues that increasingly mobile capital shifts the balance of power from states to market actors, and from holders of relatively fixed assets, especially labour, to holders of mobile assets, such as financial capital (Frieden 1991). As the structural economic power of mobile capital rises, global investors demand reforms in capital markets that deepen and open securities markets, thus providing expanded investment opportunities and even greater capital mobility. Change in financial markets is therefore driven by a self-reinforcing structural market process. The ensuing competition for capital forces states to adapt their market regulations in line with the leading states (Cerny 1993; Andrews 1994; Strange 1996; Simmons et al. 2008). While rising capital mobility is a fact, the extent to which it serves as a causal explanation for financial system change is disputed. For some, it is disputed on the grounds that rising capital mobility does not coincide chronologically with important financial market reform measures (Oatley 1997). For others it is disputed on the grounds that capital market pressures can be—and have been—met through a variety of responses, not all of which push financial systems toward greater marketization (Jabko 2006).

A second structural argument emphasizes the distribution of state power in the international political system. Powerful states coerce other states into capital market deregulation. Much of this literature emphasizes the preferences of the United States because it is best positioned to organize international cooperation via such
organizations as the IMF, OECD, or IOSCO that promote capital openness and market integration (Pauly 1997; Simmons 2001). And when cooperation in multilateral settings fails, or does not lead to the outcome preferred by the US, it has frequently used bilateral arrangements to impose its preferences (Lütz 2004; Posner 2006). Alongside the direct application of power, coercion can also occur when a dominant state achieves ‘first mover’ advantages, forcing others to follow suit, or when powerful states act as focal points that solve coordination problems when multiple equilibriums exist (Simmons et al. 2008). The decision by the EU to model its monetary union and central bank along the lines of the German Bundesbank and German monetary policy preferences is a prime example of the latter.

A third structural explanation emphasizes technological change, especially in communications and information technology, as the driving force of financial system change (e.g. Herring and Litan 1995; O’Brien 1992). Technological changes facilitate financial product innovation (such as collateralized debt obligations) which tends to undermine existing market structures and regulatory restrictions (including those on cross-border capital flows). In time, regulators are forced to reform regulation in recognition of the market realities. One variant of the technology argument, which received surprisingly scant attention until the financial crisis of 2007–9 (an early exception to this is Whitley 1986), analyses the impact of formal knowledge for pricing market risk, and thus facilitating financial product innovation (e.g. index funds). MacKenzie’s (2006) study of the Black–Scholes–Merton option pricing model suggests that the application of this model in practice made the actual market processes more like their theoretical depiction (for a while, at least). This, in turn, gave market actors more confidence in their ability to accurately price new forms of risk, thus boosting the expansion of such markets to previously improbable levels. More generally, as financial market activity increasingly comprises swaps, securitized assets, and derivatives of all stripes, the pricing of risk has become highly complex and mathematical, making such technologies indispensable to these markets. One thing, however, that distinguishes formal knowledge as a technology is that it works well (if at all) only if market actors believe they are correct models of reality. Thus confidence in such technologies was an important contributing factor to the expansion of collateralized debt obligations resting on mortgages in the US. In hindsight, it becomes clear—and painfully so—that when confidence in their accuracy collapsed, so did asset prices.

A final structural argument is strongly functional in character, resting on the belief that capitalist systems evolve through stages of development. Prominent early work in this vein was done by Gerschenkron (1962), who explained differences in national financial systems in the late nineteenth century on the basis of the timing of industrialization relative to other nations. A more recent example is that of Eichen-green (2006), who argues that financial system change in Europe stems from a structural shift from extensive to intensive growth patterns. In the latter, generating innovation is paramount but technology also becomes more uncertain, and success is greater when ‘bets’ on technologies are undertaken by financial markets rather than banks. Thus Europe moved toward market-based and globalized finance out of a
functional need to maintain competitiveness. Rajan and Zingales (2003) see this
transformation in Europe as a natural process of ‘financial development’, while
arguing that structural factors are necessary but insufficient to explain systemic
transformation. They note that most actors (including central banks) will prefer
the insider rents of bank-based systems rather than the more competitive environ-
ment of markets. Thus some kind of agency by political actors or an exogenous shock
must play a catalyzing role.

Institutionalist explanations

What defines institutional explanations is their emphasis on the interaction between
actors’ pursuit of self-interest (and shifts in those interests) and pre-existing institu-
tions in shaping both domestic and international financial market structures and
regulation. Several scholars of international political economy have suggested that
international institutions, such as the IMF, can be important for diffusing particular
norms (e.g. capital market openness) and policy approaches across national settings
(Simmons et al. 2008: 30–1; Abdelal 2007). Such institutions can also be important in
fostering cooperation among states around financial policy. Scholars whose analyses
focus on international factors have tended to see domestic institutions as filters that
shape national responses to common exogenous pressures. Thus during the 1990s
many believed that increased capital mobility would—in spite of these institutional
filters—lead to convergence across national economies in financial market structure
and regulation (e.g. O’Brien 1992). However, such approaches are offset by a sub-
stantial body of scholarship, which emphasizes the preferences of domestic actors
and their success in forming political coalitions for, or against, financial market
reform. Thus it is competition among organized interests within national economies
that drives (or hinders) financial globalization and financial system change (Sobel
1994; Moran 1991). Since institutional context shapes actor preferences, and which
political coalitions are likely to prevail, equivalent actors in different countries may
have different preferences regarding financial market change. What we also com-
monly find in this type of explanation is that patterns of change and stability reflect
path dependent processes. Over the last two decades there has been considerable
work within this category, ranging from the early work of Moran (1991) and Sobel
(1994) to more recent work by Lütz (2004) and others. In explaining institutional
change in financial systems (including corporate governance), three distinct ap-
proaches have been much discussed in recent years: the legal origins cum quality of
corporate law approach, the varieties of capitalism approach, and a coalitional
approach.

In the legal approach, the expansion of securities markets and dispersion of
ownership are contingent upon the quality of the legal context and regulation. In
other words, securities markets are underdeveloped where the legal framework and
the courts’ capacity to support private contract enforcement between (dispersed)
owners and managers (e.g. laws regarding disclosure, liability standards, and private
enforcement incentives) are weak. Thus the risks for small investors are high and the incentive is to hold large blocks of shares in order to have direct influence over management. Further, it is argued that common law countries are better than civil law countries in contract enforcement and therefore have much stronger equity markets (La Porta et al. 2000). Thus if countries get the laws ‘right,’ securities markets expand (see also Goyer in this volume). The problem with this approach is that there are countries with ‘good’ laws but still concentrated ownership and weak securities markets, and ‘good’ laws do not in themselves eliminate other incentives for concentrated ownership (Roe 2003: 160). Moreover, securities markets have expanded dramatically in ‘both’ common and civil law countries since the early 1990s, though historical differences in relative market size remain.

A ‘varieties of capitalism’ approach suggests that the structure and change of the financial and corporate governance system is connected to the broader model of production employed in the economy (Hall and Soskice 2001). Due to high levels of institutional complementarity, institutional change will either ripple throughout the system, or will be rather marginal because the competitive advantages rooted in the existing system lead actors to resist more radical change. The reliance of firms in CMEs on specific assets for competitive advantage works better when capital mobility, in the broadest sense, is restrained through non-market coordination (Gourevitch and Shinn 2005). Hence, under these conditions domestic actors—owners, managers, and workers—prefer block-holding ownership, limited securities markets, and the retention of a bank-based financial system. This framework may help explain the more limited transformation of financial systems in certain countries such as Germany and Italy (Vitols 2004). However, even in many CMEs there has been considerable change in the direction of a market-based financial system, and this has generally been attributed to the shifting preference of large financial institutions and multinational enterprises (Culpepper 2005; Aoki, Jackson, and Miyajima 2007).

A third institutional approach focuses on the endurance or breakdown of socio-political coalitions (Amable 2003). Mark Roe (2003), for example, argues that countries with a politically dominant ‘social democratic’ coalition will have insider corporate governance systems with weak securities markets. The reason is that when labour is protected—through institutions like co-determination and employment protection laws—owners want to hold large blocks of shares in order to counter the pressure from workers on management to stabilize employment, focus on growth rather than profitability, and avoid high risk investments. This approach suggests that changing formal laws and regulations to promote securities markets, shareholder value, etc. will have limited impact so long as the social democratic coalition dominates. Real change is more likely to arise from an increase in market competition for firms that force managers to focus on profitability in order to ensure firm survival. Hence firms in sectors more exposed to international competition will press for (or in the case of workers, tolerate) changes in the financial system that enhance firm profits and thus their viability.

Over the last decade or so another literature has emerged that analyses the emergence of transnational governance regimes arising from the dynamic interaction between actors engaged in market reform across multiple levels of governance. In
these regimes, myriad state and private actors together make rules—formal and informa-
tional (norms, standards, voluntary codes)—that regulate financial activity. Scholars who
study these regimes emphasize that compliance mechanisms are based not just on state
authority but also on socialization with incentives for voluntary compliance coming
from access to membership, resources, or certification (Djelic and Quack 2003; Djelic
and Sahlin-Andersson 2006). Put another way, a complex web of transnational institu-
tions shape global financial markets in ways not captured by conventional international
relations approaches. Much of this literature is inspired by financial market integration
in Europe. A prime example is provided by Jabko (2006), who acknowledges that rising
global capital mobility and external pressures for reform were important causes of the
liberalization of European financial markets. However, the specific European response
to these pressures was not foreordained and, moreover, financial market reform in
Europe went further than many European governments initially preferred. Thus
countries like Italy were induced to reform their financial markets beyond what
would probably have otherwise occurred. Jabko explains this outcome in terms of the
European Commission’s successful propagation of the idea that the market was a
‘constraint’ that was best met by a united European effort to take a proactive response
to market developments. Posner (2005: 7) finds a similar process behind the emergence
of new, NASDAQ-style stock exchanges in Europe during the 1990s in which ‘civil
servants in Brussels—by forging new interests, embedding themselves in supportive
collections, liberally interpreting Europe-wide laws, and framing political discourse to
make their behavior seem legitimate and useful to others—create autonomy for
themselves from other key actors and craft the political landscape in which they operate.’
In both accounts the Commission successfully exploited the European decision-making
process to build cross-national coalitions among governments and market actors in
favour of its reform agenda.

Ideational explanations

Ideational or constructivist explanations have become increasingly influential in
recent years. These explanations analyse a variety of cognitive influences, from the
role of ideological and belief systems to norms, identities and aspirations, to infor-
mation and ideas as catalysts for, or obstacles to, change in financial systems. Within
this category we find two common types of arguments; first, those that emphasize the
constitutive dynamic, i.e. ‘focuses on processes through which the preferences and
subsequent strategies of actors (such as corporations and states) are socially con-
structed, varying over time and space, and defining the identity or nature of the
actors in relation to others’ (Sinclair 2005: 11). One widespread thesis roots the now
dominant financial orthodoxy around the efficacy and desirability of open, compet-
titive financial markets with minimal state interference in the broad ideological shift
in many advanced industrial countries from the interventionist and Keynesian
approaches dominant after the war to the rise of monetarism and neoliberal
ideology (Cerny 1993; McNamara 1998).
Even many structuralist and institutionalist accounts of financial system change acknowledge the importance of shifting beliefs about not only what is desirable, but what is possible (Helleiner 1994; Andrews 1994). Within financial markets, for example, much has been written about the diffusion of ‘shareholder value’ as the new global norm for the rules governing financial and especially securities markets (Fiss and Zajac 2004). What has sometimes been lacking in such accounts are specifics about the causal mechanisms and pathways through which such ideas diffuse. That said, there is notable recent work that focuses on identifying the mechanism for the construction and spread of new norms about financial system governance (e.g. Simmons et al. 2008: 31–40). Work on the accounting industry, for example, has traced the rise of international financial reporting and accounting standards and the spread of fair value accounting as the preferred approach (Botzem and Quack 2006; Nölke and Perry 2007).

The other type of constructivist arguments are captured well by Jabko’s (2006) label of ‘strategic constructivism’ in that they attempt to combine rationalist and constructivist accounts. In such accounts, the preferences of some actors appear as exogenously determined, but uncertainty among actors about cause and effect means that ideas and discursive processes matter in determining the outcomes (which cannot be reduced to an initial set of actor preferences). Thus Jabko, in his explanation of the European Commission’s role in fostering financial markets and monetary integration in Europe, argues that the Commission used the idea of the ‘market’ in alternative ways to build winning political coalitions behind market reforms. Using a similar approach, Abdelal (2007) seeks to explain the process through which international bureaucracies (EU, IMF, OECD) generated and spread liberal rules for global finance. While material incentives for compliance were significant, ‘The process of social construction through which international organizations produced new scripts and joining countries drew lessons—an essentially sociological process—was critical’ (38–9). An important twist in Abdelal’s work is his argument that countries did not adopt capital market openness as a result of the spread of neoliberal ideas, as is commonly argued, but rather as the result of key European actors adopting new ideas about how to achieve their preferred social and political objectives within a changed global context.

There are useful lessons to draw from this recent constructivist literature. One is that an understanding of the causes of financial system change benefits from consideration of both the social construction of preferences as well as the strategic use of ideas. But the way in which (and when) ideas matter should perhaps be determined inductively, through careful process trace methodologies, rather than deductively. A second lesson is that demonstrating the relevance of ideas and discursive processes is likely to be most successful in studies focused on specific causal pathways, such as in accounting harmonization or in ratings.

In conclusion, it is not clear that the literature is further along in resolving the question about the causes of financial system change and globalization than Cohen (1996) noted more than a decade ago (also Deeg and O’Sullivan 2009). Nonetheless, there has been considerable progress in mid-range theorizing and research.
Noteworthy in this respect are the literatures on corporate governance, transnational regulation, and on financial market integration and transformation in the EU. These literatures tell us much about the causal (intermediate, if not original) forces behind, and the mechanisms shaping, the evolution of the financial systems in the modern era.

**DISCUSSION**

Given all the changes in financial systems discussed in this chapter, we might ask whether the distinction between bank and market-based ‘national’ financial systems is still useful, or whether we need new typologies. If anything, the literature is moving away from the use of any typology. This is most obviously the case for those who see convergence in financial systems. Yet even for those who believe convergence is overstated, the characterization of any given national financial system appears less and less accurate if one applies a single label to it, even when one acknowledges that ideal types always elide differences in their instantiation in any one specific country. Specifically, as financial systems have grown, become more complex and interdependent, it becomes more fruitful to break the analysis and characterization of national financial systems into major dimensions; this preserves some of the utility of conventional typologies.

If we examine and compare ‘patterns of firm finance’ cross-nationally, the bank versus market distinction becomes difficult to sustain without further differentiation. At the aggregate level, there has been a long-term trend toward increasing self-finance and market finance by European firms (Byrne and Davis 2002; Murinde, Agung, and Mullineux 2004). However, in most countries this trend is much more pronounced for larger firms. When looking at SME finance the old distinction has more merit, that is, in traditionally bank-based systems SMEs continue to rely heavily on bank finance (Deeg 2009). The picture varies, though, from country to country. In Germany, for instance, firm financing for SMEs still fits the bank-based description well, while for large firms it does not (Rivaud-Danset, Dubocage, and Salais, 1998; Schmidt et al. 2002; Hackethal, Schmidt, and Tyrell 2005: 9). In France, on the other hand, both large and small firm finance has moved dramatically in the direction of market-based financing (O’Sullivan 2007; Schmidt et al. 2002; Culpepper 2005). But perhaps the most striking change in France is the overall rise in self-financing by firms, which has brought the French pattern of firm financing (bank borrowing, self-finance, and shareholder equity) much closer to that of the UK (Byrne and Davis 2002).

In contrast, if we examine ‘patterns of household savings and investment’, the bank versus market distinction holds up better. There is a common long-term trend in Europe away from holding assets in bank deposits and, with the exception of Germany, system distinctions no longer appear meaningful for this category (Byrne and Davis 2002).
However, in other major asset categories considerable national differences remain. Household investment in bonds (government and corporate) is notably greater in Germany and Italy than in the UK and France, for instance. Conversely, equity investment (including unquoted shares) is much higher in the UK and France than in Germany and Italy. Thus, in terms of household investment patterns, Germany and Italy retain a strong bank orientation, while France has moved quite substantially toward the UK market-based pattern. Though in France two-thirds of household equity investment is in unquoted shares—most likely in family firms (Byrne and Davis 2002: 88, 93; also, Vitols 2004; Gourevitch and Shinn 2005).

We might ask how it is that national firm financing patterns might deviate from household investment patterns. One likely reason is that firms’ access to capital is no longer limited to domestic sources; thus how they finance themselves can diverge from household asset patterns (e.g. domestic investors may not buy much corporate equity, but foreigners might). This also points to different national patterns of corporate ownership and thus corporate governance. More market-oriented finance for large firms is, in many cases, now ‘married’ with still relatively concentrated ownership patterns, such as in Germany and Italy (Mengoli, Pazzaglia, and Sapienza 2007; Vitols 2004). This too highlights the disutility of trying to apply a single descriptor—bank or market-based—to the entire national financial system.

The widespread phenomenon of financialization also raises questions about the utility of national distinctions in financial systems (see Engelen and Konings, this volume). This concept captures the rising impact of financial markets and financial actors on non-financial firms and the real economy. Nölke and Perry (2007) usefully divide the process of financialization into two components. The first is profit financialization, which consists of two sub-types: the first is the relative growth in profitability of the financial sector, and the second is the growing proportion of profits that non-financial firms (in aggregate) are making from financial transactions and investments rather than the sale of goods or services. Taking the US as an example, the financial sector’s share of all profits rose from 10 per cent in the early 1980s to 40 per cent in 2007 (Economist 22 March, 2008: 79; also Krippner, 2005). Other studies suggest similar trends across OECD countries (Epstein and Jayadev, 2006; Duménil and Lévy 2004). Similarly, studies suggest that as much as 40 per cent of non-financial corporate sector profits in the mid-2000s were derived from financial activity—an increase from roughly 10 per cent during the 1950s and 60s (Krippner, 2005; Duménil and Lévy 2004; Crotty 2006). The second component of financialization is ‘control’ financialization. It refers to ‘the process by which the maximization of shareholder value (SV) has become the primary objective of firms’ managers’ (Nölke and Perry, 2007: 8). The increased orientation to SV is itself driven by pressures from financial investors. With greater financialization both shareholders and managers begin to view the firm as a collection of assets, with the primary criterion for managing each of those assets being maximum profit extraction (Froud et al. 2006; also Fligstein 1990).

While financialization is a widespread phenomenon, even at its peak the degree of financialization varied considerably across national economies thus leaving
important national distinctions. The importance of such distinctions was manifest during the late 2000s crisis. The US and UK financial systems were by far the two systems exhibiting the highest degree of financialization and securitization before the crisis and suffered most during it. Meanwhile, continental countries such as France and Italy remained relatively unaffected because of the comparatively domestic and conventional orientation of their financial systems. German banks absorbed very heavy losses from sub-prime assets and several failed, but the financial system as a whole was not threatened due in large measure to the large market share of public savings banks and cooperative banks. In Spain there was a housing boom like in the US and UK, which ended in a bust yet the financial system remained relatively strong, due to pro-cyclical capital adequacy regulations.

Financial system changes and financialization also have implications for the broader patterns of economic coordination in national economies. For many scholars financialization is associated with asymmetric pressures on bank-based systems and their associated coordinated systems of capitalism (for example, Beyer and Höpner 2003). The general argument is that the ‘patient capital’, which undergirded coordinated approaches to production and innovation, is diminishing due to the transformation of financial markets. Germany is the pivotal case for this debate.

Germany has long been regarded as a prime example of bank-based finance and insider-dominated corporate governance. Since the early 1990s, banks have become less central in the financial system based on intermediation ratios. Household savings flow increasingly into securities and the stock market grew substantially in size relative to GDP, but in comparative perspective these are still modest. Moreover, bank lending to firms in aggregate has remained fairly constant over the past two decades. Thus on several key measures Germany remains a relatively bank-oriented financial system. Simultaneously, there have been many changes in the relationship between firms and their shareholders. Most important in the German case are an increased orientation to shareholder value (though not for all large firms), increased transparency, and investor protection and some decline of block-holding and inter-firm equity links (Fiss and Zajac 2004; Culpepper 2005; Deeg 2009). While overall measures of ownership concentration remain comparatively high in Germany, the number and size of block-holdings in several of the largest German firms have declined substantially. The large German banks in particular have been selling off or drastically reducing their large block-holdings and dramatically reducing their role in corporate governance. Despite considerable research, there is still no consensus in the literature on whether Germany’s bank-based system and coordinated economy have undergone evolutionary or revolutionary change.

In the case of France, there is both more radical change in most dimensions of the financial system and also greater consensus that these changes amount to a systemic transformation. In France, change began with the decline during the 1980s in the role of the state and state-controlled banks in enterprise finance and ownership. From the late 1980s to the mid-1990s, France approximated a German system of corporate ownership with large domestic block-holders retaining important stakes in most large French firms. However, this system unwound in the late 1990s and ownership in
French firms became more widespread and held to a considerable extent by foreign investors.\textsuperscript{9} Commensurate with this was a significant shift from bank to securities financing by firms (Schmidt et al. 2002, O’Sullivan 2007, Culpepper 2005). Household investing behaviour also shifted dramatically from bank to securities. Consequently, the French stock market exhibited a dramatic expansion since the early 1980s, and especially over the last ten years (Table 11.1). In terms of corporate governance, like Germany, there is some controversy over how to interpret recent changes. Some see a shift to an outsider system (Goyer 2003), while to others it appears to sit somewhere between an insider and outsider system (O’Sullivan 2007). With fewer block-holders and little role for labour in corporate governance, there is good reason to argue against a strong insider system (or at least a stakeholder system). Yet control over management through market mechanisms also does not appear strong in the French case (O’Sullivan 2007). And foreign institutional investors, even those with substantial blocks in French firms, appear to be relatively passive vis-à-vis management. Nor have French firms adopted the same level of transparency and disclosure as in many other continental systems, such as Germany or even Italy. At the moment it appears the French financial and corporate governance system has evolved into one with a higher degree of market finance but a hybrid corporate governance system.\textsuperscript{10}

The global financial crisis of the late 2000s represented an important break in many of the trends we have discussed and raised many questions about future patterns of financial system change and financialization. On one hand, long-term studies on financialization suggest it has been a steady trend for several decades, coinciding with the rise of financial globalization (Krippner 2005). This suggests it is a sustainable process so long as there is not a widespread return to protectionism. On the other hand, in the mid-2000s profit financialization was driven to new highs in large part by lax monetary policy and excessive leveraging, securitization, and trading (especially of derivatives) to boost income (Nölke and Perry 2007). The global crisis obviously reversed these trends and it is unclear what the new long-term patterns will be.

In sum, while many of the consequences of financial system change are still much debated, there is little doubt that financial markets have undergone tremendous change since the 1980s and financial markets and actors have expanded their broader impact on the global and national economies. The financial and economic crisis of recent years notwithstanding, the importance of understanding financial system changes for the changing context of firm activity and political-economic organization of national capitalisms continues to rise.

\textsuperscript{9} For the 38 largest companies in France, the average percentage of shares held by the top two shareholders declined from 50.4% in 1993 to 32% in 2000 (Culpepper 2005). Foreign ownership of French shares rose from 10% in 1985 to 42% by 2002 (O’Sullivan 2007: 14).

\textsuperscript{10} A similar argument about rising managerial autonomy has also been made about German corporate governance (Hackethal et al. 2005).
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This chapter surveys comparative institutional research from sociology and political science that seeks to explain patterns of innovation across the advanced industrial economies. The survey has two broad aims. Firstly, it reviews three scholarly
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literatures that link innovation to the orientation of national institutional models: political science research on industrial policy and competitiveness, sociological institutionalism, and the varieties of capitalism tradition. Surveying these research fields helps identify numerous empirical domains and theoretical mechanisms by which national institutions can plausibly impact innovation. Secondly, the chapter explores in more detail how national institutional differences across the advanced industrial economies impact innovation within the knowledge economy. Drawing on recent research linking sectoral systems of innovation and national institutional models, the article explores how financial, labour market, and corporate governance institutions across different types of economies impact the organization of ‘radically innovative’ companies in new technology often associated with Silicon Valley. The chapter ends with a discussion of future research directions.2

**COMPETITIVENESS AND INDUSTRIAL POLICY**

Much comparative institutional research on innovation has its origins in studies conducted during the 1970s and 1980s that linked the competitiveness of national economies to the orientation of government policy, and in particular industrial policy (see Hart, 1992; Zysman and Tyson, 1983; Katzenstein 1978). Research on industrial policy suggests that processes of industrial restructuring, prime determinants of international competitiveness, are shaped by the organization of state policies and institutions. While not specifically analysing innovation or knowledge production as explanatory variables, the focus on competitiveness led researchers to identify several aspects of industrial organization, such as the level or type of R & D investments made by firms, as key dependent variables. Moreover, through linking the structure of state institutions to patterns of industrial adjustment within the economy, research on industrial policy established the basic explanatory framework used in much comparative institutional research on innovation.

A key premiss of the competitiveness approach is that differences in the institutional organization of the state affect the type of policy instruments governments have at their disposal for governing the economy (Katzenstein 1978; Hall, 1986). In an important study in this field, Zysman (1983) argues that differences in French and British industrial policy after the Second World War resulted from variations in the ability of the two countries to channel finance to key industries. Because the UK government had few policy instruments with which to manage the country’s

---

2 This chapter focuses primarily on commercial innovation. Recent research has begun to view the creation of public knowledge through similar comparative institutional frameworks. See, for example, Whitley (2003) for an analysis of how the institutional structuring of academic research systems shapes public knowledge creation.
decentralized, autonomous, and equity-based financial system, it was not able to manage the flow of most private investment after the war. On the other hand, because the French government was able to control key banks and other financial institutions, it could directly channel savings into a number of heavy manufacturing industries. The successful modernization of the French economy in the 1950s and 1960s, compared to Britain’s long relative economic decline, can be viewed as the result of the development of state institutional capacities sustaining a more effective industrial policy. Zysman and a number of other scholars have applied a similar analysis to Japan, which for much of the post-war period also had a state-coordinated financial system (Zysman, 1983; Samuels 1987; Calder 1993; Schmidt 2002). Studies of Japan have also suggested that the Japanese Ministry of Trade and Industry (MITI) has played an important role over Japanese technology policy during the post-war reconstruction phase (Johnson 1979). It used control over standards, market access, and funds for technology promotion projects to shape the structure of many Japanese industries (Calder 1993).

While this literature does not explicitly examine innovation, the focus on competitiveness and industrial performance led scholars to examine closely how government policies have historically structured the organization of markets and the resources available to companies, both important determinants in how companies invest in research and development. In a classic study of the semiconductor industry, Borrus, Millstein, and Zysman (1981) traced the success of the Japanese memory chip market to a number of government policies that stabilized (and protected) the Japanese market such that large companies could invest in several generations of expensive R & D surrounding the design and manufacture of chips (see also Breznitz 2007). A number of scholars (Malerba 1985; Lécuyer 2006; Borrus, Millstein, and Zysman 1981) have explained the early success of the Silicon Valley semiconductor industry at least in part to large-scale federal government investments in electronics during the 1950s and 1960s in support of defence and space programmes. Borrus, Millstein, and Zysman (1981) link the decline of the US memory chip market during the 1970s to a decrease in government spending on electronics R & D, coupled with more liberal government policies that refused to protect markets or rationalize industrial structures along the Japanese model (see also Prestowitz 1993).

While governments continue to invest in new technology development, within most high technology industries the modalities by which governments can influence industrial structure have become more nuanced. In heavy industries such as steel, shipbuilding, or petrochemicals, success could in large part be determined by state policies (Hart 1992). Governments could develop an institutional capacity to provide investment, organize domestic markets, offer protection against foreign competition, and champion industry abroad. These policy instruments are especially effective in dealing with large, vertically integrated industries relying on mass production techniques. Large enterprises with hierarchical management structures could feasibly be created and supported by the state (Zysman 1977; Perrow 1984).
From the early 1980s onwards, however, innovation systems in many technologically intense industries have become more complex, dependent on relationships between large and small firms as well as diffuse networks of experts linking companies with universities and a variety of applied research institutions (Nelson, 1993; Kitschelt 1991). Moreover, much recent research has located the competitiveness of industries to the development of sophisticated organizational capabilities within companies (Teece and Pisano 1994; Milgrom and Roberts 1993; Miller 1992). Within this context, the viability of state-centred policy instruments used to manage the immediate post-Second World War economy has declined. Within a more decentralized economy, a central problem has become the management of complex forms of industrial organization within a market setting. Finance can no longer be managed by the state, in part because it has become increasingly difficult for governments to accurately ‘pick winners’ (Loriaux 1991; Vogel 1996). Instead of directing technology in the classic style used by Japan’s MITI throughout the post-war period, most countries are today trying to provide sophisticated technology infrastructures that subsidize the cost of innovation and attempt to impact the flow of new technology to domestic industries, but do not attempt to direct its path.

Sociological Institutionalism

A second generation of comparative institutional research has focused on how a broader set of national institutional frameworks in a variety of areas impact firms, such as industrial relations, skill formation, and corporate governance. Within this research tradition the role of the state is usually viewed as more indirect (Weiss 1998 and in this volume). Instead of overtly governing the activities of firms within the economy, governments are seen as the forum in which key institutional frameworks are deliberated upon, legislated, and enforced upon the economy. Moreover, research began to focus more specifically on innovation and knowledge production as core outcomes to be explained.

There is a large body of sociologically informed research oriented towards the comparative institutional analysis of innovation and knowledge within the economy. This review discusses two specific schools of research, the historical institutionalism perspective from political science and neoinstitutional research from economic sociology. Both perspectives stress the constitutive role of institutions in structuring the organization of a range of market and non-market relationships within economies (DiMaggio and Powell 1983). The most direct descendant of the industrial policy literature is the historical institutionalism approach that emerged within the comparative politics sub-field of political science during the early 1990s (see Steinmo, Thelen, and Longstreth 1992). This body of research stresses the importance of national institutional frameworks in mediating the process by which governmental
and societal actors negotiate processes of industrial adjustment. While the state has created legal frameworks facilitating such negotiations and sometimes intervenes as a third party, most important industrial adjustment processes lie outside formal state institutions. This shift—from a focus on state capacities to the orientation of national institutional frameworks—has become the starting point for much comparative institutional research on innovation and knowledge production within the economy.

Historical institutional scholars within political science have focused attention on the impact of institutional structures on distributive outcomes within economies, such as wage bargaining, and have generally avoided detailed studies of the impact of institutions on firms within the economy. Due to the interest of many comparative political economy scholars in the field of industrial relations, a large body of research has examined the impact of ‘neo-corporatist’ patterns of industrial adjustment in Europe. Research has examined the legal and historical traditions that have produced cohesive social actors in Germany, as well as the particular institutional frameworks in areas such as wage bargaining, vocational training, and the organization of employee representation within companies (see for overviews Katzenstein 1987, 1989; Thelen 1991; Turner, 1991). Comparative analysis has also been applied to countries in which the government directly bargains in more centralized institutional forums (corporatism in Sweden or Austria), or in which the social constitution of social actors is weak and institutional linkages are decentralized (the US and UK) (see Steinmo, Thelen, and Longstretch 1992).

Economic sociologists working within the comparative institutional tradition adopted a similar mode of analysis as political scientists, but began to directly explore the impact of institutions on innovation. Wolfgang Streeck has made especially important contributions to the institutional analysis of innovation. Streeck (1984, 1992) carefully examines a series of institutional constraints and incentives placed on workplace arrangements within German firms that, collectively, encouraged firms to specialize in what he calls ‘diversified quality production’ (DQP). Limits created by labour laws on the ability of German employers to easily hire and fire workers create a ‘beneficial constraint’ on firms within the economy (see Streeck 1997). Streeck argues that German employers are forced to treat workers as long-term or fixed assets within a company. Facing this constraint, German firms have an incentive to invest in the training of workers. Reconciled towards the expectation of long-term employment, employers also create what Streeck calls ‘productivity coalitions’ with workers, achieved by many large industrial firms through using legally mandated works councils as joint-management forums. Moreover, because labour must be treated as a long-term asset, German firms also have an incentive to invest in a range of what Katzenstein calls ‘para-public’ institutions, such as the country’s industry-focused vocational training system (Offe, 1981; Schmitter, 1981; Katzenstein, 1987, 1989).

Streeck’s research pushed comparative institutional analysis in the direction of linking national institutional frameworks to distinct types of industrial outputs. Diversified quality production became linked to a variety of ‘medium technology’
industries focused on incremental process improvements within established technologies. Much of Germany’s long-term competitiveness in machine tools, car manufacturing, speciality chemicals, and a range of other engineering industries is consistent with the DQP explanation (see Katzenstein 1989). More recent research associated with the ‘varieties of capitalism’ approach, discussed below, adopts Streeck’s analysis of institutional preconditions of diversified quality as the centre-piece of a broader argument associating Germany and other ‘organized’ economies with the development of institutions encouraging incremental innovation.

Streeck’s research became the cornerstone of a large comparative institutional literature mapping out the architecture of institutional frameworks across the advanced industrial economies and then linking these institutions to distinct patterns of industrial organization. One of the most comprehensive projects designed to compare and contrast different models of capitalism is the ‘social systems of production’ approach led by J. Rogers Hollingsworth (Hollingsworth and Boyer 1997; Hollingsworth 1997). Synthesizing a great deal of earlier nation-specific research, Hollingsworth and his collaborators compared the architecture of key institutions in the areas of finance and corporate governance, industrial relations, and other areas across a number of economies, and then linked variations to distinct ‘systems of production’ within each economy.

Through cataloguing institutional similarities and differences, across the advanced industrial economies and then linking institutional complexes to patterns of production within the economy, the social systems of production approach helped solidify the comparative institutional analysis of economies as a legitimate field, particularly within economic sociology. The social systems of production approach also edged the field closer to an explicit focus on innovation and knowledge production as a dependent variable. Thus, in analysing Japan, the social systems of production approach shifted analysis away from the state and stressed how unique Japanese institutions, such as the main bank system, the pattern of keiretsu industry organization, and the employment system conduced towards a flexible mass production strategy. A similar shift surrounds analysis of more liberal market oriented economies, such as the United States. In explaining the preponderance of many US firms to focus on more straightforward ‘Fordist’ production strategies drawing on scale economies, Hollingsworth draws attention away from the ‘weak state’ explanation associated with the industrial policy literature and towards a national institutional approach focused on an analysis of incentives created for companies through labour markets, industrial relations, and financial institutions in the United States. The United States is associated primarily with ‘Fordism’, though the emergence of Silicon Valley as centre of new technology development has shifted attention to how institutions in the US also encouraged more radical forms of innovation (see Crouch 2005 and Whitley in this volume).

While sociological institutionalism helped establish the basic parameters of cross-national research linked to innovation, the approach has important weaknesses. To drive outcomes, historical institutionalism and many sociologically oriented studies, such as the social systems of production approach, adopt a strong concept of
sociological embeddedness (Granovetter, 1973). Drawing on neoinstitutional theory (DiMaggio and Powell 1983), the strategies of actors within the economy are assumed to be isomorphic to, or structured by, the logic of institutions within which they are embedded. In a sense, outcomes are ‘read off’ from institutional architectures. Moreover, as prominent contributors to sociological institutionalism have begun to emphasize, the approach makes it difficult to explore change (Thelen, 2004; Pierson 2004; Crouch 2005). Strongly socialized versions of institutional theory, through minimizing the agency of actors, are especially prone to create a static analysis.

Placing limits on the role of agency makes it difficult to explore how actors within the economy strategize within institutional frameworks to compete. To discuss a well-known example linked to the earlier discussion of institutions surrounding diversified quality production in Germany, Streeck (1984) and a number of other scholars have examined the importance of German co-determination law in structuring workplace relations within German manufacturing companies (Thelen 1991; Turner 1991; see also Kristensen and Zeitlin 2005). As an institution, co-determination law gives a right to employees in most companies to establish work councils that have consultation rights with management over a number of personnel issues. As the West German model of workplace relations developed, companies used works councils as institutions in which bargaining between management and workers takes place over work organization issues. Within the manufacturing sector, members of Germany’s strong industrial unions usually dominate West German works councils. Works councils have traditionally given unions a direct voice in shaping work organization issues (Thelen 1991). When negotiating solutions to new forms of work organization, such as group work, industrial unions have developed coordinated strategies to introduce similar agendas through works councils across their industry (Turner 1991). Solutions adopted in Volkswagen and a few other highly visible companies served as blueprints for companies elsewhere within similar sectors.

Industry-wide patterns of ‘negotiated adjustment’ (Thelen 1991) became so dominant in the West German industrial economy during the 1970s and 1980s that these patterns were seen as a basic feature of the German institutional model. It came as a major surprise when, after German unification, companies in the new Eastern states began engaging works councils very differently than in the West. During the 1990s, union membership was high in most East German manufacturing firms and union members usually staffed works councils, but co-determination within the workplace developed differently. Unions have played their traditional collective wage bargaining role across East Germany, but have seen their influence within companies wane (see Turner 1997; Thelen 2004). Instead, many works councils have formed much closer bonds with company management (often in efforts to preserve jobs) and have adopted many flexible work organization practices that have long been taboo, and in some cases illegal, in West Germany (for a review see Hassel 2007).

Co-determination law is an institution that management and workers within an enterprise can easily engage to foster the patterns of workplace cooperation associated with diversified quality production. But the form of cooperation can vary.
Because sociological institutionalism, as an explanatory framework, does not have an adequate theory of how micro-level actors (firms, their managers, their employees) engage institutions, an institutional outcome (pattern bargaining on work organization issues through union control of work councils) has become confused with the institution itself (German co-determination law). Given the dire economic situation in East Germany during the 1990s and the different socialization of East German workers and managers, it is no surprise that works councils would function differently in East Germany (Turner 1997).

The problem of dealing with micro-level strategies of institutional engagement becomes more acute when studying smaller companies, particularly entrepreneurial technology firms. This is in part because firms with different innovation strategies engage institutional frameworks very differently, and at times, selectively. It is important to understand these variations in institutional engagement in order to examine how effective laws may be developed. Because companies play a major role in driving change, we need a theory in which preferences, or strategies for action, are not entirely determined by the institutions within which they are embedded. Recent research focused broadly on models of capitalism retains the central institutionalist insight, but uses micro-foundations borrowed from the economics of organization and contingency theories within sociology, to better explore the link between institutions and the innovation strategies of firms.

**MODELS OF CAPITALISM**

The comparative analysis of competing capitalisms (Hall and Soskice 2001; Amable 2003; Whitley 1999; 2003) facilitates a more sophisticated understanding of the relationship between company strategy and patterns of institutional engagement. This is achieved through a more subtle analysis of embeddedness compared with the strongly sociological conception employed within most neoinstitutional approaches. Drawing on ideas from the economics of organization and contingency theory, varieties of capitalism theory attempts to develop micro-foundations that can be used to better understand the link between institutional frameworks, innovation patterns adopted by firms, and resulting patterns of national competitive advantage.

Varieties of capitalism research uses a mode of analysis similar to that used within contingency theories developed in the fields of industrial organization (Woodward 1965) and sociology (see Perrow 1984). Contingency theorists argue that in order to achieve satisfactory organizational performance within a given field of activity, technological characteristics of that field of activity require, in a functional sense, the development of an associated pattern of organization. Performance becomes dependent on achieving an organizational alignment with technology. This argument was taken up by Zysman (1977) in an important study of French industrial
policy towards the computer industry. Zysman argues that the French government policy of creating national champions, organized in a hierarchical manner long associated with French bureaucracies, created strong barriers to successfully managing innovation within the computer industry, which typically relies upon more decentralized and market-oriented patterns of industrial organization. While much comparative institutional research during the 1980s and early 1990s proceeded to adopt a strongly sociological theoretical approach, as discussed above, the idea of creating actor-level micro-foundations surrounding particular forms of industrial organization—and innovation—became a central component of the varieties of capitalism approach (see also Aoki 2002 for a similar approach).

To create micro-foundations, Hall and Soskice (2001) adopt a theoretical approach more closely aligned with rational choice theories of agency, and then draw on ideas from the field of institutional economics to identify a series of organizational dilemmas facing firms (see Milgrom and Roberts, 1993 and Miller, 1992 for overviews). This approach views each aspect of company organization as a strategic response to a bundle of technical and relational problems specific to a given industry. The orientation of institutional frameworks, according to Hall and Soskice, impacts the governance costs of supporting particular product market strategies. Moreover, these product market strategies have been characterized primarily through focusing on different types of innovation.

Hall and Soskice argue that particular innovation strategies require different forms of coordination across actors within the economy. Simplifying their argument a great deal, they argue that ‘radical’ forms of innovation, such as those associated with new technology industries such as biotechnology or software, draw on largely market-oriented patterns of industrial organization. On the other hand, more ‘incremental’ forms of innovation, such as those found within the machine-tool industry and other ‘diversified quality production’ type industries, require that actors overcome a series of incomplete contract dilemmas. National institutional frameworks create patterns of incentives and constraints within economies that encourage certain forms of coordination across firms and discourage others. ‘Liberal market economies’, such as the United States and the United Kingdom, contain institutions that facilitate the type of primarily market coordination associated with radical innovation. Germany, Japan, and other ‘coordinated market economies’, on the other hand, have developed institutions that facilitate non-market forms of organization that allow incomplete contracts to be adequately resolved and, through so doing, encourage incremental innovation. In this respect, a key premiss of the varieties of capitalism approach is that national institutional frameworks tend to promote certain forms of economic organization—and hence innovation—while constraining others. This leads to the argument that countries develop comparative institutional advantages in the economic governance of certain forms of innovation.

The idea of comparative institutional advantage helps explain why distinct models of capitalism endure. Numerous scholars have suggested that increased patterns of globalization will lead to a levelling or harmonization of economies and the creation of global markets (Ohmae 1990, Castells 1996). While the comparative capitalism
tradition has long noted the historical persistence of national institutional models, much of this research lacked a convincing explanation, outside of path dependency, of why this is the case. The theory of comparative institutional advantage creates a more positive theory of why distinct national models persist—they create enduring competitive advantage for firms in managing commercial innovation.

Proponents of the models of capitalism approach have created an elaborate theoretical argument suggesting that comparative institutional advantages should explain innovation patterns across the advanced industrial economies. Does empirical evidence support this claim? On this point a lively debate has emerged. On one hand, a number of studies, designed primarily by advocates of the national institutional approach, show that at an aggregate level relatively clear patterns of industry specialization exist within different types of technology intensive industries. This includes research on macro-level technological specialization across numerous liberal and coordinated market economies using patent data (Hall and Soskice 2001; Allen 2006) and several studies exploring the performance of new technology industries such as biotechnology and software (see Casper and Whitley 2004; Casper 2007).

Other studies, however, have cast doubt on these claims. A key point made by more critical studies is that much research within the models of capitalism field, and particularly studies motivated by Hall and Soskice’s framework, focus on a narrow pool of countries that best conform to ideal-typical liberal and coordinated market economies. The US, UK, Ireland, Canada, and Australia are typically identified as liberal market economies, while Germany, Japan, Sweden, and Austria are usually labelled ‘organized’ or coordinated market economies. Seemingly important economies, such as Italy or France, don’t easily fit into Hall and Soskice’s dichotomy (see Locke 1995 for Italy and Hancké 2002 for France). This has led some researchers to call for broader typologies (see Amable 2004; Crouch 2005). Empirical research that includes countries such as Italy or France typically generate findings that run contrary to Hall and Soskice’s predictions surrounding comparative institutional advantage. A study of the European pharmaceutical industry by Herrmann (2008a), for example, finds evidence supporting the claim that national institutional frameworks impact patterns of industry specialization for the UK and Germany, but not for Italy. More broadly, a study by Taylor (2004) finds that Hall and Soskice’s research linking patenting to patterns of technological innovation is not confirmed for a larger sample of countries within the OECD. Combined, these studies suggest that a more nuanced comparative institutional approach is needed to capture important country variations.

A second stream of criticism surrounds a key assumption across most models of capitalism research, that institutions structuring innovation are primarily national and economy-wide in scope. According to this logic, a country can only sustain one financial system, one labour market system, and so forth. Critics have challenged the historical existence of coherent national models, arguing that institutional heterogeneity often exists within economies. Schneiberg (2007), for example, has shown that over its history important sources of institutional diversity existed within the US economy. Lange (2009) has taken up this argument to explain the persistence of
radically innovative biotechnology firms in Germany, arguing that sector-specific institutions have emerged to help support radically innovative companies. During the 1995–2001 period, a time during which Germany experienced a dramatic upswing in entrepreneurial activity, these institutional arrangements included the creation of a specialized stock-market focused on technology firms, the *Neuer Markt*, and a variety of government supported programmes designed to encourage venture capital and university technology-transfer activities (see Lange 2009 and Casper 2007, ch. 4). While the *Neuer Markt* subsequently failed, the continued existence of a small venture capital industry in Germany gives credence to the idea that a plurality of institutional arrangements might coexist within a national economy.

The idea of institutional heterogeneity strongly resonates with recent public policy research in the area of competitiveness. This research draws on the industrial policy tradition of the 1970s and 1980s, but with a stronger emphasis on the sustaining role of institutions. Recent scholarship has emphasized the importance of government policy in creating ‘sectoral support systems’ (Mowery and Nelson 1999) needed to elevate the performance of firms within particular sectors. Governments, according to the sectoral system approach, should search for obstacles blocking innovation processes within particular sectors and then introduce policies orchestrating the coordination of the necessary linkages within the innovation chain (see Lehrer 2000). Much public policy towards biotechnology and other new economy industries, particularly within coordinated market economies, follows the sectoral support system approach. Policies typically mix resource provision, such as financial subsidies to newly launched companies and support for technology parks and other support infrastructure, with the creation of sector-specific rules and regulation. Examples of sector-specific rules and regulation include tax incentives, regulatory support for investment banking activities needed to support the initial public offerings of start-up companies, and new or revised rules aimed at creating stronger incentives for universities to commercialize science.

If institutional heterogeneity could exist within economies, then governments could potentially craft institutional complexes needed to support innovation within a variety of industries. Moreover, the central idea from varieties of capitalism research that comparative institutional advantages exist would be undermined.

To support the claim that coherent national models exist, Hall and Soskice (2001) have developed a theoretical argument linking comparative institutional advantage to the existence of institutional complementarities (see Milgrom and Roberts 1995). According to this argument, if institutions structuring different aspects of economic activity (say wage bargaining and vocational training) are organized along a similar logic of coordination, then the effectiveness or efficiency of both institutions will increase compared to a situation in which these two institutions ran along different logics of coordination. This idea implies that companies face increasing returns in performance from the correct alignment of institutions and, conversely, face obstacles to effective performance when institutions support contradictory patterns of business coordination within an economy.
The existence of institutional complementarities has not been rigorously tested empirically, creating an interesting pasture for future research (though see Deeg and Jackson 2007; Gingerich and Hall 2006). If institutional complementarities are indeed strong, then it is unlikely that policies aimed at designing sector-specific institutional arrangements within key areas of the economy, such as finance, could succeed. For example, in Germany from the late 1990s onwards there has been ongoing discussion about moving the country’s financial system from a primarily bank-based system with concentrated ownership towards a capital-market system focused more on dispersed corporate ownership and shareholder value norms of governance (Vitols 2001). These changes would however be enacted with little or no change to the German institutions structuring company law, industry-led skill formation, or industrial relations. As German new technology start-ups are strongly impacted by the structure of financial markets, but at least in the start-up phase do not participate in the apprenticeship system and are not unionized, they might benefit from the development of a mixed set of institutions.

From the varieties of capitalism perspective, however, it seems unlikely that this shift would succeed in dramatically changing the performance of most companies, so long as company law continues to promote the stakeholder system of company governance and industrial relations patterns continue to conduce towards long-term employment of most skilled employees and managers. According to the logic of institutional complementarities such a change could disrupt the performance of ‘normal’ German companies embedded within sectors focused on incremental innovation, for example, through impacting the ability of firms to obtain long-term ‘patient’ finance. If the logic of institutional complementarities is indeed strong, one would also expect the performance of more radically innovative firms to continue to suffer, for example in terms of the ability of companies to employ flexible human resource policies.

**MODELS OF CAPITALISM AND INNOVATION WITHIN THE KNOWLEDGE ECONOMY**

Through the 1990s and early 2000s a strength of the United States economy has been its ability to foster large numbers of entrepreneurial technology companies, a few of which have grown to dominate new industries, such as Microsoft in software, Genentech in biotechnology, or Google on the Internet. US technology clusters such as Silicon Valley have become engines of innovation and wealth creation, and the envy of governments around the world. Recent studies within the models of capitalism tradition have drawn on research by institutional economists stressing the importance of ‘sectoral systems of innovation’ (Breschi and Malerba 1997; Malerba and Orsenigo 1993). Through developing a clearer analysis of technological and
market characteristics of different types of high-technology sectors, comparative institutional researches can more carefully explore the link between national institutional frameworks and innovation within high-technology industries (see Casper and Whitley 2004; Casper 2007). In addition to helping to explain why the US and other liberal market economies have succeeded in radical innovation, linking models of capitalism and sectoral systems of innovation research can help explain the difficulties many of the more organized economies have experienced in competing in biotechnology, software, and other new economy industries (see Casper 2007).

The sectoral systems of innovation approaches argues that sectors are characterized by enduring ‘technological regimes’ comprising of a number of knowledge, technology, and market characteristics (Breschi and Malerba 1997; Malerba and Orsenigo 1993). Sectoral systems of innovation theorists have demonstrated empirically that industries differ widely in their particular constellation of these and other technology regime attributes (Malerba 2004). This version of contingency theory is particularly useful in helping to distinguish between radically innovative and incrementally innovative industries. Following this logic, firm-level organizational capabilities needed to innovate will differ strongly across sectoral technology regimes. Later, when introducing institutional arguments, this leads to predictions linking the orientation of institutional frameworks to firm-level advantages in governing managerial risks associated with particular competencies.

It is useful to survey the explanatory structure of this argument with regards to ‘new economy’ industries such as biotechnology or software. The following discusses how, in terms of their underlying technological regime, radically innovative industries pose distinct organizational and financing dilemmas for companies, and then explores how institutional frameworks within coordinated and liberal market economies effects their governance.

Radically innovative new technology firms represent stereotypical Silicon Valley type start-up firms attempting to pioneer new fields. Sectors with radically innovative technology regimes share several features. A defining characteristic of such industries is attractive opportunity conditions, in the sense that firms compete to create important innovations in markets where winners of innovation races can plausibly capture a large share of an emerging market (Breschi and Malerba 1997). Moreover, firms within most radically innovative industries can realistically capture the profits from their innovations; what economists call appropriability regimes (Teece 1986) are strong. When risks of expropriation are low, and particularly when standard forms of intellectual property protection are sufficient to guard technical innovations from being copied, then companies can readily embark in R&D programs confident that innovation will capture their market value.

Radically innovative industries offer large, defensible markets for companies that successfully develop innovative competencies. However, such industries share two additional characteristics, both of which often create organizational dilemmas for
firms. First, levels of technological volatility are high within radically innovative industries, what economists label as low levels of cumulativeness (Breschi and Malerba 1997). Low cumulativeness suggests that a variety of technological approaches may be available to solve a particular innovative challenge, though few if any might eventually succeed. While technological uncertainty is a determinant of high failure rates of particular projects, it is also increased by racing activity across many firms to develop or establish new technologies within ‘winner takes all’ markets.

A final technology regime characteristic shared by radically innovative firms surrounds knowledge properties of inventions (Winter 1987). Knowledge differs in the extent it can be easily written down and communicated to third parties. Firms operating in radically innovative segments, such as biotechnology or software, typically focus their innovative activities on knowledge that can be codified. Codification allows companies to obtain intellectual property surrounding key inventions. Moreover, codified intellectual property can often be leveraged as a development milestone used to obtain financing or transferred to other firms through partnerships. Within organizations, however, there is a risk that key employees responsible for inventions may decide not to codify such knowledge and transfer it to the owners of firms. Employees may use such knowledge as leverage to demand more salary. However, a more common occurrence, as witnessed repeatedly in the history of Silicon Valley (Lécuyer 2006), is for employees to leave the firm, using uncodified knowledge as the founding idea for a new start-up.

How do the owners and managers of companies develop competences to manage these dilemmas? Most firms in new technology sectors attempt to develop organizational and financing models commonly associated with companies located in Silicon Valley and other US technology clusters (see, for overviews of Silicon Valley, Saxenian 1994; Kenney, 2000). The organization of technology start-ups is associated with the development of three key competencies, each of which helps manage technology regime risks associated with radically innovative technologies.

**Managing high-risk finance**

Successful technology start-ups often create enormous financial returns. Leading US biotechnology firms, such as Amgen and Genentech, for example, have successfully launched pharmaceuticals capable of earning over a billion dollar revenues per year. However, high technological volatility, reliance on often unproven business models, and appropriability risks created by low entry barriers can produce substantial financial risks (Teece 1986). Technology oriented new ventures generally have high research and development costs, coupled with low profitability in start-up and expansion phases. To obtain investment funds most new technology firms employ equity based financing schemes—trading equity within the firm for finance at different periods in its development (Zider 1998). At early stages, equity deals are made with venture capitalists and then later through the investment banking community and third party investors through stock offerings. From the perspective of
venture capitalists, the viability of attractive ‘exits’ for their investments, particularly through initial public offerings on stock exchanges, affects their willingness to invest. (see Lerner and Gompers 2001).

Developing human resources within a ‘competence destroying’ environment

Attracting and retaining staff and managers to work in the risky and dynamic environments of technology start-ups is a second challenge facing most biotechnology start-ups. High employee turnover is routine at many technology start-ups (Almeida and Kogut 1999; Saxenian 1994). A large number of projects fail on technological grounds, are cut for commercial reasons (due to the failure of surrounding business models), or change focus over time. When competence destruction is high, managing human resources becomes an important organizational problem (Bahrami and Evans 1995). To achieve flexibility, managers of technology firms benefit from the ability to develop quickly new research and development trajectories while cutting others. To achieve this goal, firms typically draw on a pool of scientists, technicians, and other specialists with known reputations in particular areas that can quickly be recruited to work on projects. If labour markets’ flexibility is limited or if there is a cultural stigma attached to failing or changing jobs regularly, then engineers and managers may choose not to commit to firms with high-risk research projects, for fear that if the project fails the value of his or her engineering and/or management experiences could significantly decline.

Organizing high-powered motivational incentives for personnel

To succeed, managers of new technology companies must motivate staff to commit to what are often demanding, competitive, and time-intensive work environments. Firms often employ performance-based incentive schemes to induce employees to commit to intense work environments. The prospect of large financial rewards helps align the private incentives of engineers and scientists with those of commercial managers (see generally Miller 1992). In addition to salary increases and performance-related pay, over the last decade companies have primarily used share-options packages, made attractive by the expectation that share-value will multiply many times if the company goes public or is sold at a high valuation to another firm.

How do institutional frameworks affect the viability of these organizational arrangements? Scholars working within the models of capitalism tradition argue that the market-oriented orientation of institutions within liberal market economies facilitates success in organizing each element of the Silicon Valley model, and that national institutional frameworks within coordinated markets constrain the effective governance of this model.
Within liberal market economies such as the United States or United Kingdom the property rights structure of firms is primarily financial in nature (see generally Roe 1994). Owners, or their representatives on company boards, enjoy a high amount of autonomy in governing the firm. Few, if any, legally stipulated rights of board representation for employees or other stakeholders exist (see Goyer, this volume, and Morck 2005). This allows company boards to create a series of high-powered incentive structures for top management (i.e. very high salaries often paid in company shares or share-options), who are then given large discretion in shaping organizational structures within the firm. Such shareholder-dominated systems also allow boards to quickly remove top managers who are viewed as underperforming.

Shareholder dominated corporate governance within liberal market economies is complemented by the existence of large capital markets that companies can draw upon for finance. Such financing tends to be short-term in nature, meaning that the value of company shares will rapidly decline if firms fail to meet growth or profitability goals or if products fail to live up to expectations in the marketplace. This system is reinforced by an active marketplace for corporate control, suggesting that controlling shareholdings in failing firms can be easily bought by new ownership groups, who can then engage in restructuring of public companies including the hiring and firing of senior management. However, companies that do meet growth or profitability expectations can leverage high market valuations into a mechanism to raise substantial new funds through additional stock offerings or can use their shares as a currency for acquisitions.

Labour markets are often deregulated within liberal market economies. To preserve flexibility, the top management of most firms offer limited employment contracts to managers and skilled personnel. A corporate governance system focused on short-term incentive contracts reinforce this system. Extensive career mobility also permeates the ranks of middle management and skilled personnel. Laws restricting the mobility of skilled personnel within a given industry are weak. Courts in some states refuse to enforce ‘competition clauses’ inserted into employment contracts to prevent the movement of personnel to competitors (see Hyde 1998). As a result, poaching of personnel is widespread and within most liberal market economies a headhunting industry exists to assist firms in recruiting management. While firms can ask employees to sign non-disclosure agreements covering specific technologies, scientists and managers are generally free to move from firm to firm as they see fit, while managers can shed assets through hiring and firing as circumstances within the firm develop.

Within this ideal-typical description of a liberal market economy, patterns of financing, corporate governance, and labour market organization create a comparative institutional advantage towards the orchestration of radically innovative competencies. Each of the three characteristics associated with the Silicon Valley model of organizing entrepreneurial companies is supported by the LME model. Large and liquid capital markets generate support for initial public offerings for venture financed companies, while enabling corporate governance facilitate risk reduction strategies used by venture capitalists (see Tylecote and Visintin 2008).
Deregulated labour markets and the organization of career paths within firms based on the assumption of frequent employee turnover create active labour markets for managers and technical professionals. Finally, managers of high-technology start-ups within liberal market economies face few restrictions on the organization of remuneration and performance incentives. Patterns of large company organization focused on merit-based pay and promotion legitimate the use of high-powered incentive instruments within start-up firms.

While institutional frameworks within coordinated market economies (CMEs) favour the development of managerial commitments needed to support more cumulative or incremental innovation strategies, they create obstacles to the governance of organizational dilemmas facing radically innovative firms. Within CMEs labour market regulation and a stake-holder system of corporate governance promote long-term employment. Although there are important country variations in industrial relations and corporate governance laws that generate long-term employment equilibriums, within Northern European economies—such as Germany, the Netherlands, and Sweden—organized labour has used its power on supervisory boards as well as its formal consultative rights under co-determination laws over training, work organization, and hiring to obtain unlimited employment contracts (see Streeck 1984). Once the long-term employment norm for skilled workers was established, it spread to virtually all mid-level managers and technical employees. Overall, the active labour market for mid-career scientists and technicians is typically limited within CMEs.

Ownership and financial relationships within CMEs are strongly influenced by particular corporate governance rules. These economies are characterized by bank- or credit-based financial systems (Zysman 1983, Deeg 1999; Vitols 2001). Banks and other large financial actors such as insurance companies have historically had a strong oversight role on firms through seats on supervisory boards and through continuing ownership or proxy-voting ties linking large public companies (Edwards and Fischer 1994). Companies can obtain bank loans for long-term investments for assets that can be easily secured, such as land, capital investments, and merger and acquisition activity. Banks within CMEs can adopt a longer-term focus in part because they know that firms are able to offer long-term commitments to employees and other stakeholders to the firm, and can often closely monitor the status of their investments through seats on the supervisory board or other direct contacts. However, funding for riskier investments, such as human capital intensive research and development is more limited. For such investments companies within CMEs typically rely on retained earnings, limiting rapid investment into new technology areas.

Long-term employment and the stakeholder model of corporate governance have important repercussions for patterns of company organization (Charkham 1995). Managers have an incentive to create a broad consensus across the firm when major decisions will be made. As unilateral decision-making is limited, it is difficult for senior managers to create strong performance incentives for individual employees. Performance rewards are targeted at groups rather than individuals within
companies located within CMEs, and individual performance assessments and bonus schemes are limited. Another implication of this system is that career structures become well defined and primarily based on broad education and experience within the firm rather than on short-term performance. Promotion tends to be based primarily on seniority within the firm and educational credentials rather than short-term individual performance.

Predominately non-market patterns of economic coordination create a series of disincentives towards the successful governance of each of the competency associated with the Silicon Valley model of organizing technology start-ups. The orientation of financial systems towards bank-based financing limits the viability of initial public offerings for new technology companies, particularly during their formative years. Long-term employment strategies used by large firms within CMEs limit the ability of start-ups with substantial failure risks to recruit experienced managers and skilled personnel, and also limit the viability of ‘hire and fire’ strategies used to manage technological volatility. Moreover, long-term employment patterns by large companies severely limit the size of labour markets for skilled personnel and, by so doing, inflate the career risk of leaving a ‘safe’ job to move to a failure-prone new technology venture. Finally, the collectivist orientation of decision-making and performance reviews within large companies weakens the credibility of high-powered performance incentives.

Does empirical evidence support the claim that LMEs enjoy a comparative institutional advantage over CMEs within radically innovative industries? While evidence does show variation in the success of radically innovative firms across liberal and coordinated market economies, some disconfirming evidence also exists. A study of patterns of industry specialization across software and biotechnology firms using data from stock market listings broadly showed that the UK had fostered many more publicly listed companies than Germany or Sweden (Casper and Whitley 2004). This study also found that a large majority of German companies within the software industry (fifty-four of sixty publicly listed firms) had avoided radically innovative strategies, having instead developed more ‘incrementally innovative’ strategies associated with enterprise software. Research has also compared the performance of the German, UK, and US biotechnology industries (Casper 2007; Casper and Kettler 2001; Casper 2000). These studies show that at an aggregate level the US and UK industries have outperformed the German industry, despite the German government’s investment of some $3 billion in technology policies aimed at this industry during the 1995–2003 period. Moreover, key institutional reforms in Germany designed to better support Silicon-Valley-inspired organizational and financial models, such as the creation of a technology oriented stock market, have failed (see Vitols and Engelhardt 2005).

On the other hand, critics point towards the existence of a modest number of internationally competitive new technology firms within coordinated market economies, and particularly within the German biotechnology sector, as evidence that the varieties of capitalism approach is flawed (see e.g. Herrmann 2008a, b; Lange 2009). For example, while evidence suggests that at a more macro-level most German
biotechnology firms are performing poorly (see Casper 2007, ch. 4), as of 2007 some thirty-five internationally competitive firms emerged, most of which are engaged in radically innovative therapeutic discovery research (Lange 2009). Clusters of radically innovative firms have appeared in other coordinated market economies, such as a cluster of highly innovative networking technology firms in Stockholm, Sweden (Glimstedt and Zander 2003).

Evidence that at least some firms within coordinated market economies have successfully developed radically innovative firms highlights an important theoretical issue within models of capitalism research, particularly versions of the approach drawing on institutional economics to establish micro-foundations. While drawing upon sectoral systems of innovation theory to help differentiate the characteristics of technology sectors is useful, the approach is functionalist at heart, minimizing the agency of firms and other activities within the economy. While the theory may have stronger micro-foundations linking institutional frameworks to actor-level organizational structure, in practice varieties of capitalism scholarship employs a similar explanatory logic as more sociologically informed studies: innovative outcomes are ‘read off’ from institutional logics.

Put differently, an implicit assumption within most comparative institutional theory is that micro-levels are cognitively aware of their institutional environment. This assumption is central within both sociological and rational-actor versions of institutional theory (see e.g. DiMaggio and Powell 1983). However, there is evidence that many actors, and especially entrepreneurs, do not chose their innovation strategy or corresponding organizational structures primarily in response to national institutional incentives and constraints within which they are embedded. Surveys of German biotechnology firms taken during the height of the country’s technology boom, in 2001, showed that 65 per cent, or 240 biotechnology firms, had adopted therapeutics discovery as their primary strategy (Ernst and Young 2002). German entrepreneurs appear to have been far more responsive to international trends in the organization and strategy of biotechnology companies than to local institutional framework conditions. Comparative institutional research should not assume that firms or other actors are reflexive to the national institutions within which they are embedded.

In explaining the emergence of radically innovative biotechnology firms within coordinated market economies Herrmann (2008b) argues that these firms succeed, in part, through ‘defecting’ from their national model. This strategy is often plausible, as small innovative companies within coordinated market economies may not be legally obligated to follow regulative institutions, such as wage bargaining and industrial relations institutions that are structured around large companies within well-established industries (see Herrmann 2008b). Moreover, as discussed in more detail below in relation to globalization, companies may be able to develop effective work-arounds to create needed competencies.

While entrepreneurial start-ups with coordinated market economies may enjoy relative autonomy from institutions, this does not mean that national institutional frameworks do not strongly affect the performance of companies. In the German
biotechnology case, for example, most firms have had severe trouble recruiting scientific managers. A comparative study of US, UK, and German firms showed that only 11 per cent of senior managers employed within German biotechnology firms had previous industry experience, compared to 88 per cent employed within the San Diego area within the US and 67 per cent in the Cambridge region of the UK (Casper 2007, ch. 4–5). In this case, labour market institutions, coupled with different employment practices within large pharmaceutical companies, created dramatically different markets for competencies across these countries, to the detriment of German biotechnology companies. Moreover, during the 2000s most German start-up companies faced severe challenges in raising finance, as over 80 per cent of German venture capital companies collapsed in the post-2001 period following the bursting of the Internet bubble in the United States.

Through structuring markets for competencies, institutional frameworks can strongly affect the competitive viability of firms with different innovation strategies. While over 200 German biotechnology companies initially selected radically innovative therapeutics research, as of 2008 no German biotechnology firm had successfully commercialized a drug discovered in its labs and the drug development pipeline of German firms contains about 50 per cent fewer candidate drugs than that for UK firms (Casper 2007, ch. 5; see also Lange 2009). Moreover, while the majority of German firms initially chose radically innovative strategies, most of the successful firms have adopted the more incrementally innovative platform technology strategy. During the height of the German biotechnology boom, in 2001, thirteen of sixteen German firms listed on the stock market had specialized in a variety of platform technologies in areas such as laboratory automation (Casper and Whitley 2004). In terms underlying technological characteristics, platform technologies share much in common with the machine tool industry, long an industry in which Germany has developed a strong competitive advantage.

An interesting avenue for future comparative institutional research is exploring more closely these and other mechanisms by which institutional frameworks impact companies. Research on subsequent waves or generations of entrepreneurial technology firms launched within Germany, and other coordinated market economies, might provide interesting insights into logics by which institutions impact and how actors strategize within the economy. Will founders of second generation technology start-ups in new industries such as biotechnology be more reflexive to institutions?

**Future research directions**

This survey set out to explore the rich terrain of research linking commercial innovation outcomes to comparative institutional research. While most comparative institutional research on innovation privileges the national level of analysis, a key
agenda for future research is to more carefully understand how national institutions interact with variables and the local and international levels. This survey ends with a discussion of how recent research in the areas of regional economies and internationalization can be leveraged into the broad literature linking models of capitalism to innovation.

**Alternative forms of coordination within regional economies**

An important area for future research is reconciling the large literature from economic geography and regional studies more generally with the models of capitalism perspective. The emergence of regional economies creates challenges for the comparative institutional analysis of innovation. In particular, why does there exist so much regional heterogeneity surrounding the performance of high-technology industries, particularly within liberal market economies? Within the biotechnology sector, for example, the existence of regional clusters can be explained through the importance of local universities as a scientific hub that companies draw upon for technology and a scientific labour market. However, there are only three well-performing regional clusters within the United States, located in San Francisco, San Diego, and Boston. Most regions that have promising starting conditions for biotechnology have not developed successful regional clusters. A study by Romanelli and Feldman (2006) found that the majority of US regions that had established biotechnology companies during the launch of the industry, prior to 1980, did not develop successful clusters. Moreover, several US cities with prominent universities and medical schools, such as New York, Los Angeles, and Chicago, have not developed biotechnology clusters.

Patterns of coordination, particularly within the labour market, may be a key to explaining why some technology clusters within liberal market economies have achieved superior performance (see Christopherson and Storper 1987). Saxenian’s (1994) well-known comparison of the Silicon Valley and Boston/Route 128 computer industries can help shed light on this problem. Saxenian argues that Silicon Valley’s success is linked to the development of a social structure encouraging the development of numerous informal links across the region’s scientists, engineers, and managers. These links raised the innovative capacity of Silicon Valley’s firms through diffusing technological and market intelligence. Drawing on Granovetter’s (1973) research on referral networks within labour markets, Saxenian argues that social networks within Silicon Valley increased labour mobility across firms and by so doing created an additional mechanism of knowledge diffusion. The declining fortunes of Route 128’s computer and semiconductor industry, on the other hand, was influenced by autarkic practices of long-term employment within its companies that hindered the creation of flexible labour markets, coupled with very limited informal sharing across firms through social networks (see also Almeida and Kogut 1999).
Saxenian’s approach shares a similar emphasis on coordination, though from a regional perspective, as the varieties of capitalism approach. From the point of view of individuals, there is a strong rationale for choosing to work only within start-up companies embedded within an agglomeration in which social ties promoting mobility are strong. Doing so can dramatically lower the career risk for founding teams and R & D staffs by creating numerous alternative employment options should a given venture fail, undergo managerial shake-ups at the behest of investors, or need to change its competency structure due to technological volatility. This helps explain why successful and presumably risk averse scientists and managers would give up prestigious careers in established companies or university labs to work within lucrative but highly risky start-ups: within successful clusters the embeddedness of individuals within social networks makes it ‘safe’ to do so. While focusing attention on explaining successful cases, and especially Silicon Valley, the career mobility approach also contains an explanation of why most regional economies fail. Most clusters, even if they reach sufficient size, do not develop the social networks or norms of high labour market flexibility needed to create the ‘regional advantage’ associated with Silicon Valley.

An important area for future research is to integrate findings from a regional level within a broader national institutional approach. The regional studies perspective implicitly assumes that patterns of coordination within regions may develop autonomously from the more overarching national patterns stressed by most models of capitalism research. The US, UK, and other liberal market economies have been leaders in developing regional clusters of radically innovative companies because national institutions structuring corporate governance rules, labour markets, and financial systems all conduce towards the creation of competencies along the Silicon Valley model. It is likely, however, that a regional level of coordination is missing from the broad varieties of capitalism approach.

The finding that there is a regional component to the successful creation of Silicon Valley-type technology clusters within LMEs opens the question of whether regional mechanisms could also emerge in CMEs to achieve patterns of economic coordination needed to support radically innovative companies. While studies of large coordinated market economies such as Germany lend support to the varieties of capitalism approach, research has identified cases of this type. Glimstedt and Zander (2003), for example, have argued that in the Stockholm region of Sweden, the local telecommunications giant Ericsson has used its leadership in a number of wireless technologies as a mechanism to promote entrepreneurship in the region, helping to create a cluster of radically innovative software companies (see also Casper and Whitley 2004).

The emphasis on mechanisms exposes a weakness of some institutional theory, a difficulty in examining the role of agency in developing mechanisms of change. The Stockholm case suggests that large companies may be catalysts. Studies have begun using social network analysis to examine processes by which coordination occurs within the economy. This research emphasizes the role of companies and entrepreneurs in forming the ‘backbone’ of social networks that can seed regional development
As well-performing technology clusters are rare, even within liberal market economies, gaining an understanding of the catalysts that help create necessary patterns of regional coordination is an important area for future research.

The impact of internationalization

A second area for future research is to integrate insights from the large literature on globalization into the comparative institutional analysis of innovation. As a complement to the assertion that entrepreneurial companies can, at times, defect from domestic institutions, several recent studies stress the importance of internationalization in creating new opportunities for firms located within inappropriate national institutional environments (Lange 2009; Herrmann 2008a; Jong 2006). Support for this theory is clearest in the case of venture capital. While most early or seed financing within German biotechnology companies has come from local investors, both public and private, there are numerous cases of German companies successfully recruiting UK venture capitalists to join syndicates for follow-on financing rounds. Moreover, the largest UK venture capital firms have set up offices in Munich, Germany’s major biotechnology hub (Lange 2009). Venture capital has evolved into a cross-national industry, particularly in Europe, helping to lessen the dependence for at least some companies on domestic financial markets (see De Paauw 2008).

New technology companies can also shop globally for talent. An interesting study by Jong (2006), for example, finds that half the CEOs of Munich biotechnology firms are of international origin. Earlier research on the Munich cluster corroborates this finding; many of the senior executives of these firms are German returnees with valuable experience earned from working within the US biotechnology sector. German firms have also routinely tapped into international networks to recruit members to scientific advisory boards. In 2003, foreigners comprised 59 per cent of the scientific advisers of Munich biotechnology firms (Casper and Murray 2003: 339).

Clearly, the internationalization of some elements of the market for venture capital, combined with the creation of global labour markets, particularly for high-level managers, can lessen the impact of unfavourable domestic institutions. It makes sense, particularly within the tightly knit European economies, that companies can shop around for needed competencies. Less research exists on whether this is a common phenomenon outside Europe, and especially in the Asian economies.

Research on the globalization of markets within the context of varieties of capitalism needs to establish a theoretical terrain on the types of activities that are most likely to become impacted by globalization. Here the commonly used distinction found within strategic management theory between resources and capabilities may be important (see, e.g. Walker 2003, ch. 2). Most of the examples provided by
Herrmann, Jong, and Lange in their studies of German biotechnology concern resources: finance, individual employees, or advisers. It seems less likely that a similar market exists for organizational capabilities, for example, a research or development unit that has developed organizational routines needed to innovate within a complex technology area. It seems far more likely that companies will engage in foreign direct investment to acquire access to such competencies. At least three prominent German biotechnology companies, for example, have acquired competitors located in the Cambridge UK, Boston, and San Diego technology clusters in order to augment their drug discovery capabilities (see Casper 2007 ch. 4). Japanese pharmaceutical companies have pursued a similar strategy (Kneller 2007). This form of institutional arbitrage is likely to reinforce national institutional models rather than erode them (see Hall and Soskice 2001).
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CHAPTER 13

CHANGING COMPETITION MODELS IN MARKET ECONOMIES: THE EFFECTS OF INTERNATIONALIZATION, TECHNOLOGICAL INNOVATIONS, AND ACADEMIC EXPANSION ON THE CONDITIONS SUPPORTING DOMINANT ECONOMIC LOGICS

RICHARD WHITLEY

1 Earlier versions of this chapter were presented to the final workshop of the Translearn project—Transnational Learning through Local Experimenting—held at Sannas Manor, Porvoo, Finland, 18–19 March, 2009 and to an ERIM workshop held at the Erasmus University, Rotterdam on 3 April, 2009. Comments and suggestions made on these occasions, and by Glenn Morgan and John L. Campbell, have been helpful in improving the argument and its presentation.
Comparative analyses of economic organization and development have identified a number of distinctive complexes of dominant institutions, types of leading firms, and economic coordination processes that became established in different kinds of market economies (e.g. Amable 2003; Hall and Soskice 2001; Hollingsworth and Boyer 1997b). These models of social systems of production or varieties of capitalism typically linked particular institutional arrangements governing economic activities with particular kinds of firms and competition models to constitute relatively coherent systems that dominated certain economies in specific historical periods or, in some accounts, entire epochs of capitalism.

A central concern of these analyses of competing capitalisms has been to show how the dominant institutions governing private property rights, access to capital, the development and use of labour power, competitive behaviour, and other economic activities vary significantly across capitalist economies in ways that structure the nature, direction, and actions of firms and other significant economic actors (Casper and Whitley 2004; Morgan et al. 2005; Whitley 1999, 2007). In particular, the business strategies and competitive capabilities of leading firms were seen as being heavily influenced by the kinds of institutions that structured capital, labour, and product markets in different market economies such that their relative success varied between industries and markets. Constraints on short-term opportunism in West Germany, for instance, have been seen to encourage companies to pursue diversified quality production strategies rather than to focus on cutting costs and competing on price (Streeck 1992).

In practice, if not always in theory, many such configurations of institutional arrangements and dominant firm types and strategies have tended to be identified with particular post-Second World War nation-states. The United States, for example, is often taken to exemplify a liberal market economy, while post-war West Germany manifests many features of coordinated market economies (Soskice 1999). However, the extent to which the key institutions in any nation-state are mutually supportive in their implications for economic action varies greatly between countries and historical periods, as does their standardization of economic logics across sectors and sub-national regions (Whitley 2007: 46–55).

Furthermore, in considering how and why particular competitive priorities become dominant in differently organized market economies, it is important to distinguish between the conditions encouraging leading firms to pursue particular kinds of strategies, on the one hand, and the varied institutional arrangements that contribute to fulfilling these conditions, on the other. As Boyer (1988) has emphasized, different institutions can have similar consequences for firm behaviour in different economies, and similar kinds of institutional change can have different effects in contrasting circumstances, as the so-called ‘big bang’ financial deregulation efforts did in London and Tokyo (Laurence 2001).
Equally, changing conditions can render once dominant competitive strategies less effective in certain economies. If, for instance, the pursuit of low-cost production and price-based competition in the Fordist model depends on a particular kind of regulatory regime that stabilizes demand levels, as Hirst and Zeitlin (1997) among others have suggested, then changes in the business environment that threaten such regimes can be expected to reduce its success. Similarly, removing barriers to entry by large firms and reducing trust between small firms in coordinated industrial districts will probably weaken some of the key conditions supporting the effectiveness of quality focused competition models and could destroy their economic viability (Crouch et al. 2001; 2004; Friedman 1988). In general, changes in particular institutions and other features of the business environment are likely to affect the key supporting, or inhibiting, conditions for different competition models, differently in contrasting situations and so have varied outcomes across market economies (Rule 1997).

In so far as distinctive forms of capitalism in which leading firms followed particular kinds of competition model did become institutionalized in differently organized market economies during the first three decades after 1945, then, we would expect these to have been affected by subsequent changes in national and international institutions, geo-political shifts such as the collapse of the Soviet Union, and other changes in the international business environment. In particular, changes in state policies and dominant socio-political coalitions in OECD countries that have encouraged greater economic internationalization can be expected to result in a reduction of the national specificity of dominant competition models based on different levels of flexibility in responding to change, customization, and price in gaining market share and profitability.

To understand how the post-war forms of capitalism and prevalent competition models are likely to have altered as a result of changes in national and international business environments, then, it is important to examine these connections between different kinds of competition models and institutional regimes in the context of shifting markets, technologies, and institutions in more detail. To do this, we need to specify: a) the main ways in which dominant competition models have varied in the post-war period, b) the key socio-economic conditions encouraging leading firms to follow such models, and c) the likely impact of recent institutional, market, and technological changes on these conditions (Boyer 2004). Accordingly, in this chapter, I distinguish between the major competitive approaches adopted by leading firms in the OECD economies in the post-war period and outline a framework for analysing how some of the key changes in the business environment since the collapse of the Bretton Woods system have affected the conditions encouraging companies to pursue these in different contexts.

First, I present a taxonomy of seven ideal types of competition models that resemble many of the dominant business strategies identified in comparative studies of twentieth-century capitalisms, such as Fordism, Diversified Quality Production (DQP), and radical, discontinuous innovation. These models reflect the different priorities that firms adopt in deciding how to compete in different markets and how
they adapt to changing patterns of demand. In the following section, I suggest how different kinds of conditions seem likely to encourage firms to follow particular types. Next, I summarize the major changes that have taken place in, and between, many market economies since the 1960s that have often been cited as important factors influencing institutional and business system restructuring, and indicate how they can be expected to alter these conditions, and so affect dominant competition models in different economies.

**Types of Competition Models**

Competition models are here understood as idealized combinations of particular kinds of trade-offs that firms are encouraged by the dominant institutions governing economic activities to make when competing in market economies. The rise of the mass production–mass consumption ‘paradigm’ (Freeman and Louca 2001: 273–7) in some twentieth-century societies, for instance, was greatly facilitated by the absence of strong constraints on market entry and exit, predatory pricing, and rapid hiring and firing of employees at managerial behest (Hollingsworth 1991). Additionally, since this kind of mass production involves substantial investment in dedicated technologies and routines for manufacturing highly standardized products using predominantly unskilled labour, it depends on market demand being reliably large, and so the Fordist economic logic typically incorporates mass markets dominated by large oligopolistic enterprises as well as mass production. Such sustained and predictable patterns of demand have been supported by the development of the welfare state in many countries in the post-war period (Hirst and Zeitlin 1997).

In many of the discussions of the different kinds of competition models current in the twentieth century, Fordism has been contrasted with what came to be described as flexible specialization (e.g. Hirst and Zeitlin 1991; Piore and Sabel 1984), although the term has been used in many different senses. This model typically includes small batch production of largely customized goods made with flexible general-purpose machinery by skilled workers. Competitive strategies are here focused more on the quality of goods and services and their customization for different kinds of demand than on price, and rely on the existence of consumers able and willing to pay more for distinctive, high-quality outputs.

Extending this contrast between Fordism and flexible specialization, Hollingsworth and Boyer (1997a) suggest that three key dimensions for comparing different social systems of production are the volume of production, the basis of competition, and the flexibility or speed of adjustment to market and technical changes. These involve trade-offs between: a) realizing economies of scale in producing large volumes of standard products versus meeting the needs of different customers through shorter and more customer-specific production runs, b) gaining and keeping...
business through low prices versus high quality and functionality, and c) responding rapidly and radically to changing demand and technologies versus reducing costs by limiting changes to production processes and products. While firms often try to combine these features of competition models, by, for instance, standardizing components while differentiating final products or improving quality while keeping prices down through outsourcing some parts of the production chain, at some point on these dimensions trade-offs between them are involved and reflect variations in market conditions, technologies, and dominant institutions.

On the basis of these three dimensions, four distinct alternative social systems of production to Fordist mass production were identified by Hollingsworth and Boyer: Adaptive production, flexible diversified quality production, customized production, and diversified quality mass production (see, also, Rubery and Grimshaw 2003: 56–70). Most of these emphasize quality-based competition as opposed to the Fordist focus on price, but vary in their speed of response to environmental changes. Examples of these four types of social systems of production at the end of the twentieth century are claimed to be found in the pharmaceutical and software sectors, the consumer electronics industry, consumer fashion goods industries, and the car industry, respectively.

These examples highlight the variety of different kinds of competition models to be found in late twentieth-century capitalism and the need to go beyond simple dichotomies if we are to understand how established systems of economic coordination and control are changing. By combining the three main dimensions of volume, competitive basis, and flexibility used by Boyer and Hollingsworth, we can identify eight possible types of competition models as shown in Table 13.1. These dimensions are particularly important in contrasting competition models because they deal with the major trade-offs that firms make in deciding how to compete and develop organization-specific competitive advantages. Although much of the literature concerned with these features focuses on manufacturing sectors, most of the trade-offs involved are equally applicable to service sector businesses.

In this table, I have dichotomized the three dimensions between ‘low’ and ‘medium to high production volumes’ of standardized goods and services, competition based primarily on ‘cost and price’ reductions or on ‘improving quality and functionality’, and ‘low to medium flexibility’ versus ‘high levels of fast responsiveness’ to changing conditions. Low production volumes are differentiated from medium to high levels because the key decision here is whether to seek economies of scale through substantial batch sizes or contrarily focus on satisfying customer needs by tailoring outputs to suit them. Similarly, the key distinction with respect to organizational flexibility concerns the rapidity and wide ranging nature of firms’ responsiveness to changing environments, particularly the speed with which, and extent to which, product ranges and work processes are modified as patterns of demand and technologies alter, rather than incremental, competence enhancing improvements.

Two of these ideal types of competition models, Fordism and opportunism, focus on high volume, price-based competition but differ greatly in their flexibility and
speed or responsiveness to changes in demand. Fordism focuses on the large-scale production of homogenous goods with dedicated machinery and highly routinized work procedures for mass, largely undifferentiated consumer markets. As Chandler (1977, 1990) has emphasized, it was the integration of rationalized production processes, with extensive advertising and mass marketing techniques through large managerial hierarchies in the USA that enabled many large companies to reap substantial economies of scale and scope throughout much of the twentieth century in that very large consumer market. The Fordist competition model therefore involves more than the pursuit of low costs and prices through standardization and routinization of production. It additionally incorporates the control—or at least rendering predictable—of large markets for the volume of outputs and the systematic coordination of production with marketing and sales activities through managerial routines.

Key to its success has been the ability of engineers and managers to design and control production processes to achieve high throughput levels, reduce costs continually, and ensure market dominance through low prices. Fordist firms therefore had to develop strong coordinating capabilities to realize economies of scale through the

---

**Table 13.1: Ideal types of competition models**

<table>
<thead>
<tr>
<th>Volumes of standardized outputs</th>
<th>Dominant Basis of Competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Reducing costs and prices</td>
</tr>
<tr>
<td></td>
<td>Improving quality and functions</td>
</tr>
<tr>
<td></td>
<td>Craft and traditional professional production</td>
</tr>
<tr>
<td></td>
<td>Low to medium</td>
</tr>
<tr>
<td>Medium to high</td>
<td>Fordism</td>
</tr>
<tr>
<td></td>
<td>Diversified quality production</td>
</tr>
<tr>
<td></td>
<td>Low to medium</td>
</tr>
<tr>
<td></td>
<td>Opportunism</td>
</tr>
<tr>
<td></td>
<td>Flexible mass production of differentiated goods and services</td>
</tr>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Discontinuous innovation</td>
</tr>
</tbody>
</table>

---
establishment of a powerful technostructure (Mintzberg 1983: 15–16) to specify, control, and integrate work routines and activities. By routinizing work procedures and dividing tasks into their simplest components, firms were able to rely on unskilled or semi-skilled workers who could easily be replaced when business conditions changed. Flexibility of outputs was therefore achieved by changing the volume of goods produced, not their characteristics or the ways they were produced. As Boyer and Durand (1997) have emphasized, Fordism is essentially a producer driven production system, in which consumers are sold what companies produce rather than firms producing what consumer tastes demand.

Such an elaborate and large-scale system focused on the low-cost production and sale of standardized goods was expensive to establish and difficult to change quickly to accommodate market shifts. It therefore required control over critical inputs to ensure continuous throughput and use of the costly specialized machinery. Particularly in the USA since the implementation of anti-trust legislation, this encouraged substantial vertical integration to ensure continuity of supply and, in some sectors, control over distribution channels and after-sales service (Hirst and Zeitlin 1997; Hollingsworth 1991; Langlois 2003). The most obvious example of the Fordist competition model is the twentieth-century US car industry, but it also has been followed in many consumer durable sectors in the USA, as well as in parts of the food industry (Chandler 1977). More recently, a number of service sector firms have developed Fordist characteristics, as in the fast food restaurant business and retail banking, in order to realize economies of scale by standardizing work processes, outputs, and customer contacts.

While opportunistic production shares many of these characteristics, it is distinguished from Fordism by its ability to shift production between product lines such as wigs, plastic flowers, and toys relatively quickly and adapt rapidly to changing market demands. Exemplified by the ‘hustle’ economy of Hong Kong, as well as some other Pacific Asian economies in the 1970s and 1980s (Enright et al. 1997: 45–8; Redding 1990), which switched its major industries with impressive speed, this kind of production system competes both on price and fast responsiveness to changes in customer needs in its major markets that are often some distance away. In many East Asian economies, the rapid growth of this competition model was tied to the restructuring of the US retail sector and the rise of large retail chains such as Wal-Mart, as well as, of course, reductions in transport and information transmission costs (Hamilton 2006: 156–78).

In contrast to Fordism, this flexibility is based on relatively low investment in capital intensive, dedicated machinery, limited development of managerial routines, and formal procedures. Instead of realizing large economies of scale through high levels of formal standardization of work processes and coordination routines, the key competences here are entrepreneurial; especially the ability of the owner manager to seize new opportunities rapidly by changing products, processes, and industries, together with an ability to reorganize work processes and direct semi-skilled labour. They do not, though, involve the development of radically new products and
processes that restructure markets. Responsiveness is here more reactive to changing demand patterns than proactively reshaping them.

The remaining two possible price-based with low volumes types of competition model are unlikely to be stable because high volume production strategies can usually dominate small-scale producers unless the latter are institutionally protected from predatory pricing by large firms. While small-scale production of cheap goods with poorly paid labour is of course not uncommon in the history of capitalism, it is difficult to see how it can compete on price against large volume factory-based competition. This has especially become the case since declining communication and transport costs coupled with the internationalization of competition have intensified competitive pressures from large volume producers across the world and helped to create mass international markets that encourage investment in high volume production facilities.

The four types of quality-based competition models differ in their standardization of outputs and batch volume sizes, on the one hand, and in their flexibility and speed of responsiveness on the other. *Craft* production combines small-batch production by highly skilled workers with considerable customization and an ability to respond to incremental demand changes. However, the formal development and certification of such skills can limit the speed of adjustment to radical technical and market shifts, particularly where these devalue current competences and threaten social identities. Cooperation between specialist producers can facilitate learning and incremental innovation in craft-based industrial districts so that firms can continue to adapt effectively to such shifts, but their dependence on institutionalized and slow changing forms of expertise limits the degree of work restructuring that can be achieved in the short term. The stability of craft skills here resembles that of the traditional professions where practitioner elites control training, certification, and labour market entry and some project-based firms in the feature film industry (Christopherson 2002; Whitley 2006).

*Flexible customized* production, however, combines limited volume production of quite customized goods and services and quality-based competition with faster rates of market responsiveness and flexibility. It is perhaps particularly noticeable in many business service industries where highly skilled staff work together to produce specialized services for a wide range of customers. Innovation in developing new services is here key to firm growth and personal careers, as Anand et al. (2007) have shown in their study of new practice development in management consultancy and related fields. Similarly in advertising, originality and ‘freshness’ seem to be a competitive advantage (Grabher 2002), and so employers and employees frequently change the kinds of services and skills they offer. Here, firms are able to organize product development and delivery teams in a variety of ways for different customers and can acquire—or coordinate through subcontracting and various forms of collaboration—new knowledge and skills relatively easily. While depending greatly on the skills of staff to provide high quality services, their expertise is organized and directed to deal with a range of complex and novel problems in this model.
Whereas traditional professional and craft production systems typically segment tasks and problems around established skills, as in Mintzberg’s (1983: 190–210) characterization of professional bureaucracies, in this competition model they are dealt with by collectively coordinated teams of experts that have to work together in novel ways and generate new knowledge and expertise in tackling unusual problems. Work roles and the division of labour are more flexible and responsive to changing customer demands in this model. Solutions and outputs are correspondingly varied and not so bounded by certified skills. It follows that a key managerial competence here concerns the ability to acquire, coordinate, and motivate teams of diversely skilled people to work together in solving customers’ problems in ways that develop collective capabilities as much as individual skills. Many business service firms employing professionally trained staff to solve complex and novel customer problems pursue this kind of competition model.

**Diversified quality production** (DQP) combines relatively large volume production of differentiated goods and services with a competitive focus on high quality and responding to changing customer needs. According to Streeck (1992: 5–7), technological changes in the 1970s, particularly the growing use of micro-electronic control devices, enabled many German firms to lower the breakeven point of mass production and customize production of high quality goods to a much greater extent than before. In the institutionally rich society of West Germany, where market relationships were embedded in an array of cooperative institutions and a highly skilled labour force was used to engaging in joint problem solving, such new technologies led many firms in the broad engineering sector to focus on customized quality production in which small-batch production of customer-specific goods was combined with large-batch production of basic components.

**Flexible mass production of differentiated goods and services** (Flexible MPDG) is differentiated from the DQP model by its much faster responsiveness to technological and market changes. While both of these models are more flexible than Fordism in adapting their product lines for changing consumer tastes as well as improving production processes, flexible MPDG is more able to restructure production and incorporate technical changes into the development of new product ranges speedily. In particular, firms pursuing flexible MPDG strategies focus on the rapid development and commercialization of new products on a continuing basis by investing considerable resources in R & D and using their technological competences to diversify into related fields and markets. A key competitive capability for such firms is their ability to absorb, develop, and adapt new knowledge quickly for product development and marketing, and so integrating research, design, manufacturing, and marketing activities through cross-functional project teams is often a core competence, as seems to be the case in the Japanese consumer electronics industry (Berggren and Nomura 1997; Sturgeon 2007). DQP strategies, in contrast, are less concerned with the rapid introduction of new products to large markets as opposed to continuing incremental improvements of more customized outputs within particular technological trajectories.
In addition to these eight ideal types of competitive models, the success of radical innovation strategies in some emerging industries, such as biotechnology and parts of the ICT sector, suggest a need to distinguish further between forms of responsiveness to change, as do Boyer and Hollingsworth (1997) in their separation of adaptive production from flexible DQP. In particular, recent work on what Teece (2000: 54–9) has termed high-flex Silicon Valley type firms and networks and their reconfigurational dynamic organizational capabilities has highlighted the growing significance of discontinuous innovation strategies in which current competences become superseded by quite different ones (Casper 2007; Teece et al. 1997). Such competitive models focus on generating and commercializing disruptive technologies that radically change markets and threaten the leading position of dominant firms in them (Christensen 1997).

Whereas the flexible MPDG logic focuses on extending and enhancing current organizational capabilities and competitive competences to produce new products and services, firms pursuing discontinuous innovation models are more concerned to develop new kinds of knowledge and skills that are qualitatively distinct from those currently dominating markets and effectively destroy their competitive advantage. In highly technologically dynamic industries, such competence destructive strategies often involve the rapid acquisition and use of new scientific and technological knowledge, much of which is produced by researchers in public science systems as well as by private companies’ R & D laboratories.

These innovations qualitatively alter processes and products so much that many current organizational capabilities become uncompetitive, either by reducing costs considerably or by radically improving the functionality or quality of products, as in the hard disk drive industry (Christensen 1997; McKendrick et al. 2000). They therefore can compete on price or quality, and often both. In industries dominated by this model, fast responsiveness to new scientific and technological knowledge and market opportunities is a, if not the, crucial competence, which includes the ability to invent, develop, and manufacture new products faster than competitors in ways that enable the winning firm to dominate existing markets or create new ones, as in the case of FrontPage (Ferguson 1999).

While the overall economic significance of this kind of competitive model may have been overstated by some enthusiasts of the knowledge-based economy, its importance in some emerging and fast growing industries suggests that it is worthwhile to distinguish flexible competitive models that build on and enhance existing knowledge, skills, and collective capabilities from those that imply a much greater and more radical reshaping of organizational competences, often through the acquisition of new staff and/or companies. Additionally, since much of the literature of Silicon Valley and similarly innovative regions emphasizes the distinctiveness of the business environment and supporting institutional arrangements, it is important to separate this kind of ideal type from flexible MPDG if we are to understand how different conditions and contingencies encourage or discourage the dominant role of different competition models in different contexts.
CONDITIONS SUPPORTING DIFFERENT COMPETITION MODELS

These different kinds of competition models are likely to become established as dominant economic logics in particular kinds of sectors, regions, and countries with distinctive technological regimes, market conditions, and institutional contexts. Fordist strategies focusing on very high volumes of standardized goods, for instance, depend on access to mass markets for relatively undifferentiated products where demand is predictable enough to justify the considerable investment in dedicated machinery and managerial coordination. In capital-intensive sectors, they also depend on a ready supply of technical specialists and managers to design, coordinate, and manage the integration of mass production with mass marketing. Price-based competition additionally relies on a large supply of unskilled and semi-skilled labour constrained to work on routinized, standardized tasks under the control of employers’ agents.

More quality-based competitive strategies, on the other hand, depend on firms continually improving products and processes and adapting to customers’ needs. Developing these competences usually requires considerable restriction of short-term opportunistic behaviour to encourage firms and employees to invest in collective firm-specific capabilities to develop and produce high-quality goods and services (Hirst and Zeitlin 1997; Streeck 1992). They additionally rely on firms being able to sell their outputs to differentiated markets where consumers are willing and able to pay for better quality and distinctive products and services.

Fast responsiveness to market and technical changes requires considerable organizational flexibility and an ability to develop and adapt to new knowledge. While this can be achieved through numerical flexibility in less complex production processes where quality is not central to competitive success, it usually depends on employees being willing and able to learn new skills and develop novel work processes to meet changing customer demands. Rapid adjustment to changing conditions is additionally supported by modular production processes where the design and manufacturing of particular components in value chains can be changed without having to alter the whole system (Gereffi et al. 2005; Sturgeon 2002). Much more radical and competence destructive strategies depend on greater flexibility in generating and using new knowledge and skills, as well as ready access to risk capital and highly skilled technical specialists. Again, modularity helps to limit the amount of capital at risk in developing and commercializing any one such innovation by restricting the investment needed to only one part of the system.

The key conditions supporting these seven distinct types of competition models include, then, market characteristics, institutional frameworks, and technical capacities. Simplifying considerably, they can be summarized as six dimensions. First, the size of product markets and their differentiation by taste, income levels, and preferences for high quality goods and services. Second, the level of institutional constraints
on short-term economic opportunism that restrict rapid entry to, and exit from, business relationships, including employment, and the unilateral exercise of market power. These institutional arrangements include strong employer and trade associations that limit free riding strategies, as well as rules governing competitive behaviour that limit predatory pricing and taking advantage of short-term difficulties to squeeze suppliers. Third, the widespread availability of knowledgeable risk capital in the form of a sophisticated venture capital industry that provides funding for high-risk activities. Fourth, access to a large supply of high-skilled technical specialists and professional staff whose skills are reliably certified. Fifth, rapid access to the growing amount of new scientific and technical knowledge. Sixth, the ease of modularizing the value chain and disintegrating production processes.

Some of these conditions are most relevant to only a few of the seven competition models and overlap in their implications. Many also complement each other to a considerable degree in their impact on the establishment of particular economic logics. In Table 13.2, I suggest how different levels of these six conditions support their institutionalization, distinguishing between low, medium, and high degrees, and will now discuss these interconnections further.

In the case of Fordism, ready access to mass markets that are largely undifferentiated by regional or cultural tastes is a crucial condition for it to dominate a particular market economy (Piore and Sabel 1984). Its focus on maintaining optimal use of dedicated machinery and other capital equipment also implies that flexibility in responding to market shifts is mostly achieved through changing input volumes and labour utilization. Such changes are greatly facilitated by a business environment in which there are few constraints on opportunistic behaviour, especially in labour markets where there are few legal restrictions on employers hiring and firing staff at short notice, and few strong labour unions capable of resisting such managerial actions. They are also made easier by making most jobs highly routinized and tasks easily carried out by semi-skilled workers who can be trained in a few hours. Such staff are usually thought to have few, if any, firm-specific skills and knowledge that add substantially to their employers’ competitive competences, and so can readily be dismissed without serious effects on their future growth.

The dominance of price-based competition additionally encourages such companies to develop adversarial and arm’s length relationships with their suppliers and take advantage of their size in negotiating low prices, rather than engaging in more collaborative and longer term partnerships in which both firms benefit from joint development of product and process improvements and skills. Economies in which firms can become very large, through acquisitions for instance, and there are few restrictions on exercising market power, are therefore more likely to encourage Fordist strategies than those in which companies are limited in their freedom to dominate industry partners.

Finally, it is important to note the crucial role of technical specialists and managers in establishing and running such large and complex organizations coordinating mass production with mass marketing activities. As Chandler (1977; 1990) claimed in the case of large US firms in the twentieth century, it was these middle and senior
<table>
<thead>
<tr>
<th>Conditions</th>
<th>Competition Models</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fordism</td>
<td>Opportunistic</td>
<td>Craft production</td>
<td>Flexible customized production</td>
<td>Diversified quality production</td>
<td>Flexible MPDG</td>
</tr>
<tr>
<td>Product market size and differentiation</td>
<td>Mass, undifferentiated</td>
<td>Large, price/fashion focused</td>
<td>Niche, quality focused</td>
<td>Niche, quality focused</td>
<td>Large, differentiated and quality focused</td>
<td>Large, differentiated and quality focused</td>
</tr>
<tr>
<td>Constraints on short term opportunism</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Availability of knowledgeable risk capital</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Supply of technical specialists</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Availability of new technical knowledge</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Modularization</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>
managerial employees who effectively constructed the key coordination and control mechanisms that generated economies of scale and scope in capital-intensive sectors. Such staff are also important in constructing service factories in which standardized outputs are generated through formalized work processes for a large number of undifferentiated customers, as in many forms of retailing, including banking. A necessary condition for the dominance of Fordist models, then, is a ready supply of competent staff to design and implement such mechanisms, who are committed to their employers’ success and develop firm-specific skills and knowledge.

In sum, for Fordism to develop and become established as the major competitive model in a market economy, owners and managers have to be able to construct large and complex organizations for producing standardized goods and services for mass markets with few institutional constraints on how they do so. Weakly organized skilled workers, as well as easy access to specialized production machinery are also important conditions. In addition, few formal and informal regulatory constraints on predatory pricing or on changing business partners at short notice are necessary to enable dominant firms to be responsive to changing circumstances (Hollingsworth 1991).

Many of these conditions are also important for opportunistic competition models to develop, especially weak constraints on short-term economic opportunism and easy access to mass markets. The major difference from Fordism concerns the speed of responsiveness to market changes and the ability to seize new commercial opportunities when they arise. This effectively means that firms do not invest in the creation of large and complex organizations dedicated to the mass production of homogenous outputs with capital-intensive facilities.

Rather, they focus on low-cost production of relatively simple products for large consumer markets with facilities that can be amortized and changed over much less time than Fordist ones. In some cases, product specific machinery is provided by customers in buyer-driven commodity chains and opportunistic firms concentrate on managing work processes directly rather than investing in elaborate managerial hierarchies. Since key competitive advantages for such firms are access to, and efficient management of, easily trained and low-cost labour that can be changed rapidly to suit changing market needs, both low-cost communication technologies and the ability to codify knowledge easily in design and production activities are important enabling conditions. These factors have also facilitated the development of some routine service activities in emerging economies, such as call centres.

Competitive models that focus more on quality than price tend to rely much more on the knowledge and commitment of skilled production workers to improve products and processes continuously and to respond flexibly to changing conditions. In the case of craft production, for instance, the emphasis is on meeting the demands of customers for high quality and specific goods and services with flexible, multi-purpose machinery operated by highly skilled staff. Responsiveness to customers’ needs and incremental improvements in performance are more important competences here than are reducing unit costs and realizing economies of scale through standardized work processes.
To remain competitive with low price, high-volume Fordist strategies, such models depend on there being effective barriers to short-term opportunism that prevent large firms from undercutting craft producers with predatory pricing and taking over successful SMEs with their skilled workers. In the case of the traditional professions, of course, practitioner elites control access to their services and the certification of those able to provide these. In many industrial districts, these kinds of competition models have been supported by local institutions providing what Crouch et al. (2001; 2004) have termed collective competition goods.

For example, in the 1980s small- and medium-sized Japanese machine tool firms in Sakaki township were supported by the local provision of substantial collective competition goods by the Chamber of Commerce, local government, and strong regional identity of workers and owners that encouraged equipment sharing, facilitated product diversification, and prevented price and wage squeezing by large customers. According to Friedman (1988), this collective commitment to high-quality products made with highly skilled workers depended on, and was reproduced by, continuous training and upgrading of machinery and competences to attract the best staff. Similar commitments to high-quality outputs and continuing technical improvements with extensive training for skilled and less skilled staff that limit both customers’ ability to enforce lower prices and competitors’ competences in mass producing similar products have been found in Denmark and some other parts of continental Europe (Crouch et al. 2001; Kristensen 1992).

Because firms’ competitiveness depends so much here on the flexibility, technical abilities and commitment to learning of employees, companies have to maintain high wages, offer jobs with considerable technical interest and challenges and provide access to training if they are to retain key staff. This tends to restrict them from competing for large orders at low prices that threaten to routinize major parts of the production process. Work intensity, however, remains quite high in such models, together with job satisfaction (Kristensen et al. 2009; Kyotani 1996).

The main differences between craft production and flexible customized production concern the ability to respond quickly to changing market conditions and technical innovation through restructuring work processes and teams to generate new solutions to complex problems for relatively sophisticated customers. This involves combining and enhancing skills and expert knowledge in novel ways that not only extend current competences, but also create new ones that enable firms to enter new markets such as those leading to the establishment of new professional practices in some business services (Anand et al. 2007). Greater levels of organizational flexibility are therefore an important requirement for flexible customized competition models, which depend on considerable employee commitment to meeting, and adapting to, customers’ needs. A willingness to develop innovative work processes and collaborate in dealing with novel and complex problems is therefore important for firms pursuing this kind of competitive strategy, and so constraints on changes to personnel and business partners cannot be very strong.

While strong skilled labour unions support craft-based strategies, then, they may well limit such skill enhancement and restructuring, especially where job territories...
are tied to narrowly defined and inflexible skills (Marsden 1999: 42–4), thus inhibiting the generation of new knowledge in project teams. Since the coordination and organization of highly skilled teams is more critical to a firm’s success in this approach, it follows that an ample supply of competent project managers is also more important in this case than it is for craft production strategies. A large supply of certified technical and professional specialists is also required, together with access to new technical knowledge that can be used to develop new products and services.

In the case of DQP, cooperative relationships between firms and between employer and employees depend greatly on institutions encouraging investment in broad skills and wide-ranging collective capabilities and restricting short-term opportunistic behaviour, such as free-riding on competitors’ training provision. It ‘requires’, as Streeck (1992: 4) puts it: ‘a congenial organisational ecology, the presence of redundant capacities and a rich supply of collective production inputs’, which in turn rely on effective formal and informal institutional constraints on highly short-term market rationality and support the collective provision of key inputs.

These include training systems that encourage both employers and workers to invest in the development of broad skills and abilities to learn new knowledge, wage setting arrangements that prevent poaching of skilled staff, and collective institutions that encourage companies to share knowledge about technologies and markets and some investment risks. Strong trade associations that advance the interests of their members effectively and are able to sanction opportunistic behaviour, which could harm collective capabilities, are often key features of market economies in which DQP becomes established.

Key to such developments are institutions that encourage trust and commitment between the major groups involved, whether these are formal and legally constituted constraints on opportunistic behaviour or more informal collective commitments as found in some Asian countries, that extend beyond single contractual exchanges and incorporate both skill and knowledge sharing and collective investments. Such collaboration depends on legal regimes that permit some inter-firm cooperation and restrict the exclusivity of private property rights. It therefore is inhibited by strong and effective anti-trust legislation such as that developed in the USA in much of the twentieth century (Campbell and Lindberg 1991).

Diversified quality production of larger quantities than those typical of craft production—often incorporating standardized components—additionally implies the existence of a customer base that has sufficient disposable income and varied tastes to pay for differentiated high-quality products. The expansion of consumer markets during the ‘trente glorieuses’ after 1945 in many OECD economies helped to create such a pattern of demand, especially in societies where cultural distinctions remained significant and were reflected in consumer preferences. Relatively large markets for distinctive products thus helped to support the replacement of Fordism by DQP in many of the richer market economies during the last third or so of the twentieth century.

As the contrast of post-war Germany with Japan highlights, many aspects of DQP can be achieved in different ways. In particular, strong unions, sector-wide wage
determination through formal procedures and organizations, and national training systems coordinated by the state, unions, and employer groups do not seem to be necessary institutions for DQP. However, strong trade associations, employer agreements on wage policies, poaching, and similar issues, effective diffusion oriented technology policy (Morris-Suzuki 1994), and the provision of many collective competition goods at local, regional, and national levels, in conjunction with limited restrictions on inter-firm cooperation, do appear to be important factors in the development of DQP as a major competition model.

The critical feature of such business environments is their encouragement of employer and employee investment in developing broadly based competences and knowledge that enable them to adapt to, and anticipate, changing circumstances through joint problem-solving and collective commitment to organizational success. This implies the discouragement of owners and managers taking advantage of business partners’ short-term difficulties, whether employees, suppliers, customers, or investors, at the expense of longer term collective advantages.

More flexible and rapidly responsive mass production of differentiated goods implies a faster rate of product innovation, often linked to new scientific and technological knowledge. Key competences here include the ability to translate new knowledge into new products and services and reach consumer markets quickly. This typically requires extensive investment in engineers and managers, easy access to new formal knowledge, and a strong capability to integrate development, production, and distribution effectively.

It also relies on high levels of organizational commitment and cross-functional collaboration in project teams such that skilled staff focuses on contributing to firm-specific competences, even at the possible expense of developing their own specialist skills. In turn, long-term employer–employee commitment and organization-specific career paths encourage such collective cooperation and are supported by relatively weak external labour markets. Weak occupational identities, as Cawson (1994) suggests, was key to Japanese electronics firms’ success in the 1980s. High levels of flexibility are also enhanced by the modularization of production and distribution processes that enables part of technological systems to be altered without having to make systemic changes to the whole.

Considering finally the conditions supporting the establishment of the discontinuous innovation competition model, a considerable number of factors have been suggested in the literature on Silicon Valley and similarly innovative regions (see, e.g. Bahrami and Evans 1995; Casper 2007; Kenney 2000; Lee et al. 2000). Among these are: flexible labour markets, strong and knowledgeable venture capital companies coupled with liquid stock markets that enable such firms to exit from successful start-ups and so adopt a portfolio approach to investing in highly risky new ventures, a supply of highly educated scientists and technologists as well as experienced managers of such companies, close connections between leading research universities and innovative firms, including effective mechanisms for transferring new knowledge and skills between them, and a generally supportive environment for developing
innovative technologies and markets with a wide range of business services and skills for facilitating new firm formation (Suchman 2000).

The key requirements for this model concern: a) incentives to make the high risks involved worth undertaking, b) means of limiting these through diversifying commitments and/or easily shifting resources to new activities and obtaining alternative employment, c) institutions that enable firms to deal with market and technical failure by acquiring new kinds of knowledge and skills at relatively low cost, and d) a ready supply of business services that support entrepreneurs in seizing opportunities quickly. Among the major incentives are winner-takes-all markets in which successful new ventures are able to dominate large markets and reap the concomitant rewards. Allied to this is the ability to restrict appropriability risks through patenting or similar intellectual property protections and the existence of visible milestones of progress towards product development and manufacture that enable investors to assess technical progress at frequent intervals (Tylecote and Visintin 2008).

Investors are more able to manage the high failure risks involved in such innovative activities when they are well informed about the technologies and markets involved, can offset frequent setbacks, and project collapses with less common—but highly lucrative—successes in diversified investment portfolios, and are able to realize their profits through trade sales or initial public offerings on large and liquid stock markets. These kinds of competition models are therefore more likely to become established when financial systems encourage the development of large groups of knowledgeable venture capitalists, and serial business angels who are able to raise large funds from institutional and private investors, and can sell stakes in successful companies in a well-established market for corporate ownership.

Risks can also be mitigated by focusing on products that function as parts of technological systems rather than attempting to create an entire system from scratch. Modularity and the ability to concentrate on part of the invention, development, manufacture, and distribution process, and thus restrict the amount of capital required, are therefore common features of industries where this kind of competition model predominates.

From the point of view of employees, failure risks are easier to deal with when companies are located in regions where there is an agglomeration of similar firms that can offer employment to staff of failed enterprises. As Casper (2007) has emphasized, the existence of such potential employers encourages professionals to contemplate investing their energy and skills in risky endeavours, just as many industrial districts provide some safety cushions for skilled staff wanting to set up their own businesses.

Where innovations are, in addition, closely dependent on new formal knowledge about physical and biological processes, and on research skills for producing it, fluid labour markets for research scientists and engineers and for technically competent managers, are also important supportive factors. This is especially so if they encourage movement between research organizations such as universities and private firms. This both facilitates the transfer of knowledge and expertise and provides some possibility of re-employment for researchers who join companies that fail or are
taken over. If business employment is seen as a sign of intellectual weakness and universities are segmented from commercial goals and interests, on the other hand, then the establishment of radically responsive, discontinuous innovation models is less likely.

**The Impact of Changes in the Business Environment on the Conditions Supporting Different Competition Models**

Many of these conditions supporting the establishment of particular competition models have been affected by significant changes in the institutional, technological, and macroeconomic contexts of business activities since the collapse of the Bretton Woods system. These can be summarized in terms of five main sets of changes that have resulted from, and in many cases reinforced, changing interest group coalitions in some of the major OECD economies and a widespread tendency for many states to reduce formal controls over competitive behaviour in, and entry to, many markets, especially financial ones. First, the internationalization of product markets, capital markets, and managerial coordination of economic activities through MNCs and various forms of quasi-organizational integration. While the extent and significance of these changes remain hotly debated, they have certainly altered many features of the environment in which such conditions became established.

Second, the geo-political changes associated with the collapse of the Soviet Union and economic reforms in China and other state socialist regimes have had major consequences for many of the conditions supporting or inhibiting competition models. Third, the dramatic changes in information and communication technologies, including the digitalization of much codified knowledge, have sharply reduced communication costs and greatly facilitated the coordination of activities over large distances, thus of course aiding the international coordination of production and exchange. Whether they amount to a radically new techno-economic ‘paradigm’, as some have suggested (Freeman and Louca 2001; Tylecote and Visintin 2008), is debatable, but they can be expected to affect organization structures and integration processes.

Fourth, the extensive periods of economic growth in most OECD countries since 1945 have greatly increased consumers’ disposable income as well as enabling the expansion of state welfare services and social protection. Together with market saturation in many consumer goods industries, this has reinforced shifts in patterns of demand. Finally, fifth, most national governments have invested in the expansion of state education systems, particularly higher education, and of support for public scientific research, albeit in different ways in different countries. Many have also
developed science and technology policies aimed to improve national economic competitiveness through encouraging technical change and innovation.

These varied changes in national and international business environments are having different kinds of consequences for the conditions listed in Table 13.2, both separately and in conjunction with each other. Furthermore, how they affect established competition models and business systems, in particular socio-economic contexts, depends greatly on dominant institutional regimes and interest group coalitions (Amable 2003; Whitley 2007). In Table 13.3, I summarize the major kinds of effects these five sets of changes can be expected to have on the critical conditions supporting or inhibiting the seven types of competition models identified in Table 13.1. As can be seen from the blank spaces, many of these changes are likely to affect only some of the six conditions discussed above.

In very broad terms, all three aspects of economic internationalization can be expected to reduce national institutional constraints on economic opportunism and the cohesion of national interest groups supporting these. Beginning with the opening of national product markets to foreign companies and extension of most favored nation principles to firms from most countries in the world trading system (Braithwaite and Drahos 2000), this has facilitated the expansion of markets for standardized goods, lowered entry barriers, and intensified competition. It also weakens the ability of domestic firms and their employees to limit price competition and collaborate in preventing free-riding.

However, it does create opportunities for firms pursuing quality based competitive strategies to sell to foreign markets and, when coupled with reduced communication and coordination costs, integrate supply chains across different market economies. In societies with a large supply of skilled labour and strong domestic labour unions, these opportunities may encourage such companies to continue to follow DQP logics by combining lower costs with larger markets for their higher quality products, as has perhaps happened in Denmark since 1990 (Kristensen et al. 2009).

For quality-focused firms under pressure from lower cost foreign producers, these opportunities enable them to reduce domestic diversification and focus more on delivering specialized outputs for international customers, as Meyer (2006) found in the case of some large Danish firms. Such strategies are of course facilitated by ICT innovations, which speed up feedback from distant markets and encourage flexibility. The general opening up of foreign product markets can therefore increase the volume of demand for both standardized and more differentiated products and services as well as supporting both price and quality focused competition models. It additionally supports the development of radical innovations by enlarging the potential market for new products and services, thus increasing the possible pay-offs from risky innovations.

The internationalization of capital markets has likewise reduced the ability of financial and business elites to coordinate their activities and limit opportunism within national borders, especially when combined with the growth of institutional fund management, declining state regulation of financial markets, and the removal of barriers between different financial services businesses. Pressures for increasing
<table>
<thead>
<tr>
<th>Conditions</th>
<th>Product market internationalization</th>
<th>Capital market internationalization</th>
<th>Internationalization of organizational integration</th>
<th>Collapse of state socialism</th>
<th>ICT innovations</th>
<th>Increasing consumer incomes</th>
<th>Expansion of higher education and public science systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product markets</td>
<td>Increased in size</td>
<td>Reduced</td>
<td>Reduced, except where strategic assets are dependent on longer-term commitments</td>
<td>Increased in size</td>
<td>Increased access when they facilitate access to foreign locations</td>
<td>Increased differentiation of demand</td>
<td></td>
</tr>
<tr>
<td>Constraints on opportunism</td>
<td>Reduced</td>
<td>Reduced by high levels of foreign portfolio investment</td>
<td>Reduced, except where strategic assets are dependent on longer-term commitments</td>
<td>Increased in size</td>
<td>Increased access when they facilitate access to foreign locations</td>
<td>Increased differentiation of demand</td>
<td></td>
</tr>
<tr>
<td>Availability of risk capital</td>
<td>Increased</td>
<td>Increased</td>
<td>Increased in industrialized societies</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased supply of knowledgeable venture capitalists</td>
</tr>
<tr>
<td>Supply of technical specialists</td>
<td>Increased</td>
<td>Increased</td>
<td>Increased in industrialized societies</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased supply of knowledgeable venture capitalists</td>
</tr>
<tr>
<td>Availability of new technical knowledge</td>
<td>Increased</td>
<td>Increased</td>
<td>Increased, except where product architectures are integrated</td>
<td>Increased access</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased supply of knowledgeable venture capitalists</td>
</tr>
<tr>
<td>Modularization</td>
<td>Increased</td>
<td>Increased</td>
<td>Increased, except where product architectures are integrated</td>
<td>Increased access</td>
<td>Increased access to them</td>
<td>Increased access to them</td>
<td>Increased supply of knowledgeable venture capitalists</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
financial returns are being intensified as foreign investors seek to improve investment fund performance across national markets and limit the ability of labour unions to maintain their share of national income. As fund managers are increasingly subject to short-term performance measures, such pressures are likely to inhibit the ability and willingness of firms to invest in medium- to long-term commitments to business partners and employees at the possible expense of shorter-term financial returns.

Again, though, these pressures can be mitigated, or even negated, by national restrictions on shareholder powers, variations in shareholders’ voting rights, limitations on hostile takeovers, and the capacity of national political and economic elites to mobilize opposition to foreign investors’ short-term interests, as many European states have shown in recent years (Morck 2007). Additionally, the growth of cross-border capital flows can facilitate access to well-informed venture capital, thus enabling new firms in emerging industries to overcome national resistance to providing risk capital for radically new technologies, as seems to have happened in some Dutch and German biotechnology companies (Lange 2009; Paauw 2009).

While, then, the internationalization of the shareholder base of large firms pursuing DQP and similar strategies may reduce employer–employee commitment, investment in training, and continuing product and process upgrading domestically, this effect varies between industries and also depends greatly on the market for corporate control. Where this is quite restricted and managers need not be so concerned about share prices as they have become in some capital market-based financial systems, the impact of investor internationalization on these kinds of dominant competition models is likely to be limited.

The growth of managerial coordination and control of economic activities across national borders has also enhanced many of the conditions supporting Fordist strategies. While this is partly because multi-national corporations (MNCs) are able to access low cost labour and other resources in different market economies, it also reflects their variable, and often limited, integration with particular national and regional governance arrangements. As firms with facilities in different economies, MNCs are more able to opt out, or at least distance themselves from, local associations, collective agreements, and other nationally specific coordination processes that restrain short-term economic opportunism. Increasing cross-national economic integration through organizational routines is likely, then, to reduce the ability of national trade associations and similar bodies to organize markets collectively and sanction free-riding behaviour, thus limiting longer term collaboration between companies and support for investment in collective competition goods.

Such international integration does also, though, enable firms to acquire and manage directly strategic assets located in different parts of the world, particularly highly skilled technologists and researchers, and where these are highly interdependent with local governance arrangements, foreign MNCS are likely to follow them. The more they invest abroad in order to acquire and/or control such assets, as distinct from gaining market access or reducing input costs, the more they can be expected to become embedded in national and regional coordination mechanisms and cooperate with business partners where this is institutionalized.
Additionally, of course, if host economies are large, rich and highly significant for MNCs, and their dominant institutional arrangements are both mutually supportive and strongly entrenched in dominant political-economic coalitions, the ability of foreign firms to change established patterns of collective organization will be quite limited, as many MNCs have found in post-war Japan. In general, the more MNCs seek to integrated strategic assets in economies where those assets gain much of their value from particular governance patterns and institutions, the more they are likely to adapt to, and perhaps reinforce, those patterns.

While, then, the internationalization of many economic activities may have reduced the cohesion and effectiveness of regional and national institutions supporting incremental quality improvements through employer–employee commitment, it has also created more possibilities for firms to reach larger markets, reduce costs, and respond more flexibly to demand changes while maintaining some collaborative relations with domestic business partners and cooperating with foreign ones. To an extent, the loosening of domestic commitments seems to be partially compensated by their extension abroad and greater flexibility to alter suppliers while improving their capabilities.

The collapse of the Soviet Union and opening of many state socialist economies to foreign firms, both as exporters and as strategic investors, have greatly enlarged markets for many goods and services, although these vary in their segmentation by taste, income, and education. In the case of industrializing economies, they have also greatly increased the availability of unskilled and low-cost labour for MNCs, as well as facilitating access to more highly skilled labour in Russia and the other more industrialized state socialist societies. Since there are few institutional constraints on short-term opportunistic behaviour in many of these developing market economies, price-based competition is dominant and the large supply of unskilled labour in those still industrializing facilitates rapid adjustment to demand changes through numerical flexibility. To some extent, this has probably weakened the power of labour unions organizing lower skilled workers in many OECD countries, but, as the examples of Denmark and other Nordic countries indicate, it need not always lead to a decline in the effectiveness of corporatist institutions or an increase in managers’ control of work processes (Kristensen 2009).

Many of these changes and their likely effects have been facilitated by the large number of innovations in information and communication technologies that have been introduced and widely diffused since the end of the Second World War. As well as greatly reducing the cost of communicating over large distances, these have enhanced the codification of knowledge and data such that they can be circulated at high speed to large numbers of people and so enable the cheap and fast coordination of activities in a wide range of locations.

As Tylecote and Visintin (2008: 228–33) have suggested, the new ICT paradigm is helping to drive international economic integration by facilitating the coordination of activities in capital and labour markets around the world. In particular, the increasing digitalization of information and codification of knowledge enables firms to communicate more effectively with suppliers and customers across large
distances, and so be able to access a wider range of business partners at low cost through electronic data interchange (EDI) and similar technologies.

In so far as this means that they can standardize their requirements and formalize their contracting procedures, it may facilitate the fast switching of suppliers, and so encourage more arm’s length contracting across the world and modularization of production processes, as in many buyer dominated commodity chains (Bair 2005; Gereffi and Korzeniewicz 1994) and some service sectors such as banking, IT problem solving, and legal contracting. As well, then, as enabling firms to reach mass international markets by reducing coordination costs, ICT innovations can facilitate rapid adjustments to changing markets through reorganizing supply chains, as we have seen in the electronics industry in Pacific Asia (Ernst 2006; Sturgeon 2002).

However, such technologies can also increase the mutual dependence and integration of customers and suppliers, especially in industries where integrated product architectures limit the degree of modularization of production chains that is feasible (Chesbrough 2003). Especially where quality improvements are dependent on both continually upgrading complex assembly processes and integrating these with component supplies, as in much of the car industry, arm’s length contracting for key inputs has become less feasible and many firms are using the new technologies to achieve closer integration with their major suppliers around the world (Herrigel and Zeitlin in this Handbook; MacDuffie and Helper 2006).

Indeed, the ability of new ICT to reduce coordination costs and integrate economic activities carried out in different labour markets can facilitate international learning and innovation by SMEs, as Kristensen et al. (2009) have found in Denmark. Rather than simply using such technologies to reduce input costs and control suppliers’ operations at a distance, as many US firms appear to do, some Danish companies are working with their business partners in low-cost economies to improve performance and seize opportunities jointly. In some cases, this involves skilled workers and technicians from Denmark helping to train and develop staff in their supplying firms. While this may be an unusual phenomenon deriving from the Danish institutionalization of training and continuous skill enhancement as the dominant means through which workers and firms compete in providing high-quality goods and services for specific customers, it does show how internationalization and the development of ICT can facilitate high-quality and flexible competition models rather than always supporting Fordist ones.

The extent to which such integration of key tasks leads to risk sharing and mutual trust more generally remains highly variable, though, as MacDuffie and Helper point out (2006: 428–56). Close collaboration and technology sharing between large assemblers and their suppliers on operational matters such as design and engineering can be quite high without necessarily implying that the purchasing regime is equally cooperative and mutually trusting. A similar distinction between operational collaboration and strategic or governance cooperation was found in a study of customer–supplier relations at a British airport where the airport authority, baggage handling companies, airlines, and air traffic control agencies were forced to work closely together on day-to-day tasks but were much more adversarial and antagonistic in
their strategic dealings with each other (Lelievre-Finch 2008). It is a mistake, then, to assume that increasing international customer–supplier cooperation and information sharing on task matters automatically means closer trust on governance matters. These latter seem much more affected by institutional constraints and what MacDuffie and Helper (2006: 453) term ‘legacy modes of exchange’, i.e. effective practices that have largely been developed in firms’ domestic environments.

Similarly, these technological changes can have a variety of different consequences for firms’ internal structures and work systems. On the one hand, they can greatly improve the flow of codified knowledge throughout an organization, thus reducing the number of employees processing information and facilitating managerial control over work processes, the flow of materials and performance outcomes. Integrating computer-aided design with computer-aided manufacturing and other functions reduces coordination costs and can speed up product development and production. Additionally, micro-electronic control systems and similar innovations have increased the flexibility of production lines in many industries so that smaller batch volumes have become viable and product changeovers made cheaper and quicker.

On the other hand, they can also be used to enhance skilled workers’ abilities and integrate planning and execution activities on the shop floor, which enables faster responses to market and technical changes and greater employee involvement in problem solving and business development activities (Kristensen 1992; 2009; Sorge 1991; Sorge and Warner 1986). This depends considerably, of course, on the availability and level of skills among employees and the strength of institutions encouraging collaboration between managers and workers and the adoption of quality focused competition models.

Turning, finally, to consider the impact of sustained economic growth and expansion of education and public science systems in most OECD economies since the end of the Second World War. These have tended to increase demand for higher quality, more differentiated goods and services and generated a more technically competent workforce, including those capable of contributing to formal scientific and technological knowledge (Boyer 2004; Boyer and Durand 1997). This workforce will find it easier to adapt to new technologies and work processes without needing detailed supervision and limit the degree of managerial direction of task performance.

The combination of growth in higher education and support for public scientific research expands the labour force capable of both producing new formal knowledge and understanding how this could be used for innovative purposes. In principle, then, these collective investments in most OECD countries should facilitate competitive strategies based on radical, discontinuous innovations. However, as the numerous studies of Silicon Valley and other regional innovation systems have shown, although such expansion may well be an important, if not necessary, condition for the success of these kinds of competition models, it is by no means sufficient. Its effectiveness in generating similar patterns of innovation is highly dependent on other contextual factors, such as the nature of dominant labour market institutions, the organization of public science systems, and the provision of other collective
competition goods (Asheim and Gertler 2005; Casper 2007; Mowery and Sampat, 2005; Whitley 2003).

**Changing Competition Models**

In the light of these expected connections between the increasing internationalization of economic activities, geo-political shifts, ICT innovations and the growth of incomes, higher education and the public sciences, and the conditions supporting different competition models, what can be concluded about the development of established competition models and dominant economic logics in differently organized economies? In Table 13.4, I summarize the likely consequences of these changes for the seven ideal types identified earlier, and will now consider these in more detail.

In the case of the two price-based strategies of Fordism and opportunism, these continue to be supported by the international expansion of mass markets for standardized goods and services and the increasing ease of coordinating development, production, and marketing across labour and product markets through ICT. This is especially so where much information and knowledge is readily codified and processes can be decomposed into modular components, as in many parts of the electronics industry. While Fordism may, then, have declined considerably as a nationally dominant economic logic in richer societies as markets become saturated and tastes change, it has grown in international significance and continues to constrain the pursuit of more quality-focused strategies by limiting price levels.

In many service sector activities, these changes have further encouraged the internationalization and standardization of service provision, especially where states have deregulated market entry and reduced legal constraints on competitive behaviour. Recently, such mass production of services has become extended to some of the established professions as well as knowledge intensive business services (Miozzo and Grimshaw 2006), and can be seen as the broadening of Fordist models to novel areas of economic activity.

Similarly, we would expect the increased internationalization of markets, use of ICT to reduce coordination costs and modularization of value chains to encourage opportunistic competition models in labour intensive sectors. However, the ease of entry to many buyer-driven commodity chains and focus on low prices mean that firms are always vulnerable to new competitors from lower cost economies. Additionally, when income levels rise and demand in the richer countries becomes saturated and differentiated, purely price-driven competition models may become less viable for those markets.

The combination of such international competition based on price and increasing flexibility of both quality-based large-batch production and more customized
<table>
<thead>
<tr>
<th>Changing business environment</th>
<th>Fordism</th>
<th>Opportunism</th>
<th>Craft production</th>
<th>Flexible customized production</th>
<th>DQP</th>
<th>Flexible MPDG</th>
<th>Discontinuous innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internationalization</td>
<td>Supported by expansion of markets for standardised goods and supply of cheap labour</td>
<td>Supported by opening of product markets to low cost producers</td>
<td>Threatened by intensification of price competition, supported by access to low cost inputs, especially in collaborative institutional regimes</td>
<td>Supported by growth of niche markets and access to reduced cost inputs in modularized sectors, but threatened by weakened constraints on opportunism, price competition from low cost economies, and demands for faster responsiveness</td>
<td>Supported by growth of niche markets and access to strategic assets</td>
<td>Supported by growth of markets for new products, internationalization of venture capital, and access to strategic assets</td>
<td></td>
</tr>
<tr>
<td>Collapse of state socialism ICT innovations</td>
<td>Supported by facilitating international integration</td>
<td>Supported by enabling outsourcing</td>
<td>Supported by modularization cross-national integration of activities</td>
<td>Supported by increasing production flexibility but threatened by ease of outsourcing</td>
<td>Supported by facilitation of organizational flexibility, internationalization, and modularization</td>
<td>Supported by modularization and ease of cross-national coordination</td>
<td></td>
</tr>
<tr>
<td>Income growth, expansion of higher education, and public sciences</td>
<td>Decline in wealthier markets</td>
<td>Limited to fashion goods</td>
<td>Supported by market growth for high quality, customized goods but threatened by new technologies</td>
<td>Supported by growth of highly skilled labour and new technologies where labour markets are fluid</td>
<td>Supported by market growth for quality goods but threatened by new technologies</td>
<td>Supported by increase in technologists and market growth</td>
<td>Supported by market growth, production of new formal knowledge and technologists, and fluid labour markets.</td>
</tr>
</tbody>
</table>
outputs seems likely to put considerable pressure on traditional craft competition models, especially where these depended on highly paid skilled workers in markets that were relatively protected from foreign competition. As it becomes easier for large firms to reduce input costs through international sourcing, and to differentiate product ranges more in response to changing customer demands by using ICT to increase the flexibility of production processes, they can threaten smaller companies more reliant on local markets and incrementally upgraded skills. In some of the traditional professions, such as accountancy and law, these changes have encouraged the standardization and internationalization of some activities, as well as increasing cross-national coordination between organizations and, in some cases, mergers (Morgan and Quack 2005).

One way of dealing with such intensified competition in some Italian industrial districts has been for SMEs to move their more routine operations to low-cost countries such as China and/or buy in simpler components from there (Bellandi and Caloffi 2008), just as some Chinese firms are establishing units in Italy to be able to label their products as being ‘Made in Italy’. The management of such international integration has been facilitated by institutionalized collaboration patterns and the local provision of collective competition goods in Germany and Italy (Herrigel and Zeitlin in this Handbook).

An additional response of SMEs reliant on highly paid, highly skilled workers to produce limited production runs of high-quality goods for demanding customers in this situation is to invest—or encourage employees to invest—considerable time and energy in further training and skill enhancement to the extent that they change the nature of their capabilities over time. According to Kristensen et al. (2009), this is what many Danish companies and workers have done to improve the products and services they provide continuously. By upgrading and extending their technical knowledge and skills, they become able to offer new kinds of competences to their customers and so adopt more of a flexible customized competition model than a craft one.

Rather than solving similar kinds of problems with relatively stable skills and knowledge, as in many established professions, such continuing training enables firms to extend their services to deal with new problems and concerns of their customers, as in many flexible project teams in organizations that resemble more Mintzberg’s adhocracies (1983). This does, though, depend greatly on the wide availability of such training at low cost and, at least in the case of Denmark, has been supported by considerable levels of social protection that enable workers and firms to experiment with new ways of working (Kristensen 2009).

More generally, flexible customized competition models are encouraged by most of these changes to the business environment by enlarging the number of potential customers for specialized goods and services, expanding the supply of highly educated workers able to acquire new technical skills, and through using new ICT to coordinate skills and activities both within national boundaries and across them to respond quickly to changing demands. Internationalization of product markets enables providers of high-quality goods and services to increase their niches beyond national customers and operating internationally allows them to access staff from different labour markets. Cross-national project teams, for instance, are increasingly
providing problem-solving services in consultancy and other knowledge intensive business services (Miozzo and Grimshaw 2006).

Similarly, while the domestic institutional context supporting DQP strategies in some economies may have been weakened by internationalization, the combination of expanding international product markets and increasing consumer education and income levels offers firms pursuing high-quality competition models a much larger market for their outputs. Additionally, by locating major production facilities in both their larger foreign markets and in lower labour cost countries, and coordinating these through managerial procedures with their domestic operations, such companies, can, at least in principle, combine DQP models with lower costs, especially where ICT innovations facilitate cross-national integration (Tylecote and Visintin 2008).

In so far as firms pursuing these strategies are able to maintain high levels of collective commitment to improving quality and adapting to changing patterns of demand in their domestic and some foreign facilities, while taking advantage of cheaper input costs in other foreign locations, they should benefit from such internationalization. Where product architectures are highly integrated so that modularization is difficult, and competitiveness depends greatly on the organizational integration of problem-solving and continuous improvement activities, firms facing increasing pressures to respond to foreign customers’ demands, as in for example the Brazilian car industry, are investing in upgrading their suppliers’ capabilities in lower-cost locations so that they can become more flexible in foreign markets (Herrigel and Zeitlin in this Handbook; Sako 2003).

While some MNCs may have originally intended to operate at arm’s length from their new suppliers in low-cost economies and focus on price reductions, as local foreign markets become more important and differentiated, many are having to develop more collaborative and responsive capabilities in their foreign operations, especially where modularization is limited, thus in a sense extending the DQP model abroad. Flexible MPDG has, then, become more widespread, encouraged particularly by modularization and ICT innovations, while purely domestic DQP strategies have probably been weakened by the recent changes in the business environment. Flexible MPDG models have also been encouraged by the expansion of higher education and public science systems, especially where the growing number of scientists and technologists have strong incentives to work for leading companies and labour market institutions facilitate collaborative problem-solving activities in the development and commercialization of new products and technologies along current trajectories.

The combination of internationalizing product and capital markets, expanding higher education and public science systems and income growth, and ICT innovations has supported the development of discontinuous innovation competition models. Modularization, access to large markets for new goods, growth of new formal knowledge and capabilities for commercializing it, and the increasing ability of venture capitalists and other business services to support new, high risk innovations across national boundaries help to facilitate the development of new products and industries, especially where there are few barriers to restructuring project teams and ready access to a wide variety of technical specialists.
CONCLUDING REMARKS

This discussion of the likely relationships between different competition models, institutional arrangements, and changes in the political-economic and technological environment suggests a number of points that are worth mentioning in conclusion. First, most of the changes considered here vary in their expected impact on firms’ priorities depending on their current competition models and institutional contexts. While some do threaten quality-based models, many also offer opportunities to extend and/or modify the ways in which they follow these. In the case of product market internationalization, for example, this both intensifies price-based competition for many companies in the richer economies, and enlarges the market for higher quality, more differentiated goods. Similarly, while the factors supporting the growth of MNCs can weaken constraints on opportunism and encourage more of a focus on price-based competitive strategies, they can also facilitate quality-focused firms obtaining low-cost inputs and increasing their organizational flexibility. It is therefore unlikely that any single change has the same and unequivocal implications for all the models discussed here.

Second, the identification of national institutional regimes with a single dominant economic logic such as Fordism or DQP—which in any case varies greatly between types of regimes (Whitley 2007)—is weakening with greater internationalization, and many competition models now involve cross-border coordination of economic activities. Both the complementarity of dominant institutions in encouraging particular patterns of behaviour and cohesion of the major post-war interest groups within nation-states is declining in many market economies, which decreases the national homogeneity of business system characteristics and economic logics. The scope for sectorally specific patterns of collaboration and competition has grown correspondingly, which is especially noticeable in the more corporatist societies as Lechevalier (2007) has highlighted in Japan.

Third, the combination of internationalization, increasingly differentiated patterns of demand, and increased rate of product innovation is encouraging many firms to respond more rapidly to changing circumstances. Adaptability in meeting customers’ demands has become more important for many companies in recent decades, especially in the wealthier countries. This has intensified the need for organizational flexibility, updating skills, and incorporating new knowledge quickly into new products and services. Both traditional craft and DQP models are threatened by such pressures and many companies following these models are adapting to them by outsourcing some of their more routine activities to lower-cost economies as well as by investing in the improvement of their suppliers’ knowledge and capabilities in such countries (Herrigel and Zeitlin in this Handbook; Kristensen et al. 2009).

Fourth, how firms respond to such pressures and opportunities still seems, though, to be strongly affected by their domestic environment and its conditioning of their priorities and capabilities. As Sturgeon (2007) has emphasized, while many US firms in the electronics industry embraced modularization and outsourcing enthusiastically, both in their home economy and abroad, most Japanese ones have
preferred to maintain their central design, development, and manufacturing facilities in Japan, together with their established close ties to major suppliers. At least in the early 2000s, they took advantage of internationalization opportunities by outsourcing their more routine and old generation product development and production to lower cost economies, while retaining their established patterns of collaboration and competition at home. Similarly, Takeishi and Fujimoto (2003) found that Japanese car manufacturers were less willing to attempt modularization of their production systems than were US and some European ones.

In this large, rich, and distinctively organized market economy that encourages employers and employees to invest in the continued development and improvement of firm-specific competences, then, internationalization has not yet led to the radical change of established economic logics. While changing environments offer both opportunities and threats to established patterns of economic coordination and control, how leading firms respond to these remains strongly influenced by their established capabilities and the context in which they developed and continue to be reproduced.
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Wealth and inequality are among the key macro-level outcomes studied by social scientists. They are of considerable interest not only to researchers but also to citizens and policymakers. This chapter reviews and assesses theories and empirical findings on the impact of institutions on national wealth and inequality. I focus on macro-comparative research on affluent countries.

Prior to the 1970s, thinking about the determinants of national wealth was dominated by the approach used by mainstream economists. That approach focuses on capital, labour, and technology, and it assumes that poorer countries catch up with richer ones via factor equalization. In the 1950s and 1960s, patterns among the world’s richest countries seemed to more or less conform to this expectation. But in the 1970s a number of these countries experienced sharp economic downturns. Moreover, their macroeconomic performance varied in ways not easily accounted for by the standard framework.

A web appendix is available at www.u.arizona.edu/~lkenwor; it includes a list of data definitions and sources, figures referred to in the chapter but not shown here, and the data used in the analyses.
This generated interest in the impact of economic, social, and political institutions on national wealth. Such institutions range from the organization of workers and employers to policymakers’ partisan orientations to non-market or extra-market relationships between firms. Since the 1970s a growing number of social scientists have theorized and empirically assessed the effects of these and other institutions on macroeconomic outcomes such as growth, unemployment, and inflation. I re-examine the leading hypotheses about the effect of institutions on national wealth. I find little or no support for most of them in accounting for differences across affluent countries in recent decades.

The impact of institutions on inequality has received somewhat less attention from comparative researchers. This is due in part to the fact that in many countries inequality appears to have changed very little in the 1950s, 1960s, and 1970s. Perhaps more importantly, until relatively recently comparative analysis was hindered by limited availability of cross-nationally comparable data on the distribution of earnings and income. Better data are now available, and research has blossomed in the past decade. The data indicate sizeable cross-country differences in the level of inequality in the rich nations as well as substantial changes since the 1970s in some of them. Recent comparative study suggests strong effects of institutions on inequality, though important questions are as yet unanswered.

INSTITUTIONS AND NATIONAL WEALTH

There is considerable variation in national wealth among the twenty affluent OECD countries on which comparative analysis has tended to focus. As of 2007, per capita GDP ranged from just under $40,000 in Norway to less than $20,000 in Portugal (in 2000 US dollars). Economic growth too has differed sharply: between 1973 and 2007 (both business cycle peak years), the average annual rate of growth ranged from 4 per cent in Ireland to 1 per cent in Switzerland.

How much of this variation, if any, is due to differences in institutions? I begin with a summary of existing theory and then turn to empirical assessment.

Theory

A variety of hypotheses suggest effects of institutions and institutional configurations on national wealth. I focus on eight prominent ones.

State guidance

Markets are good at allocating resources to productive use. But they are far from perfect in so doing. Private investors may have short-time horizons, emphasizing
near-term profits over productivity, long-run returns, market share, or export competitiveness. They may have limited information. They may be unconcerned about spillover benefits from particular firms and industries. They may benefit from, and thereby accentuate, limits to competition. In these ways, market allocation of resources may be growth-inhibiting.

Governments can help to remedy this sort of market failure via proactive steering of capital toward particular firms or sectors (Shonfield 1965; Johnson 1982; Magaziner and Reich 1983; Zysman 1983; Hall 1986; Dore 1987; Amsden 1989; Stiglitz 1989; Rodrik 2007). Means of doing this include subsidies, favourable loan terms, assistance with coordination, export help, import protection, and public ownership. This type of state guidance sometimes is referred to as ‘industrial policy’. Arguments suggesting that industrial policy boosts economic growth were particularly prominent in the 1980s and early 1990s. They often identified Japan and France as exemplars. Even the comparatively non-interventionist US government played a key role in the development of industries such as agriculture and commercial aircraft.

Sceptics of government steering of capital tend to focus on government failure (Friedman 1961; Krugman 1994). Governments too have limited information. They are subject to pressure from rent-seeking interest groups who aim for their own benefit rather than the most productive allocation of investment. While this type of government action might help in principle, say critics, in practice it tends not to.

Organization of interest groups

In democratic societies, individuals tend to organize in interest groups. These groups can contribute to well-being and happiness. But such groups also have an incentive to lobby government for special favours and impede market functioning, creating what Mancur Olson (1982) termed ‘institutional sclerosis’. This tends to reduce economic growth. Olson argued that interest groups tend to accumulate over time, though wars may weaken or destroy them. The longer a country has experienced a period of uninterrupted democracy, therefore, the greater the sclerosis and the slower the rate of growth.

Olson noted that ‘encompassing’ interest groups—ones that represent a relatively large share of the population—have an incentive to act differently from smaller ones. Encompassing groups are more likely to internalize the costs of rent-seeking and thus to engage in behaviour that is good, rather than bad, for economic growth.

Olson (1982, 1996) thus offered two predictions about the impact of interest groups on national wealth. First, the number of years of uninterrupted democracy should be negatively related to economic growth. Second, the relationship between interest group encompassingness and economic growth should be U-shaped, with both low and high levels conducive to healthy performance.
Corporatist concertation

Regularized dialogue among organized interest groups and between interest groups and government may produce less conflictual behaviour and greater policy coherence (Katzenstein 1985; Wilensky and Turner 1987). Government policy choices should tend to be based on more and better information, to be better coordinated across policy areas, and to be less subject to dispute and resistance once implemented.

This type of arrangement, usually referred to as corporatism or corporatist concertation, has received perhaps more attention from comparative institutionalists than any other. Much of the theorizing and empirical assessment, however, has focused on employment performance (unemployment or employment rates and growth) rather than national wealth (see Kenworthy 2001 for citations).

Left government

Political parties can be expected to pursue policies that serve the real and/or perceived economic interests of their chief constituencies. For left parties this means the working class and the poor; for right parties it means owners of capital and higher-paid employees. Douglas Hibbs (1977) and others have argued that left parties are therefore likely to implement macroeconomic policy strategies that aim for low unemployment (and thus rapid economic growth), while right parties are more likely to favour low inflation (and thus slower growth).

Hibbs (1977, 1987) found support in a cross-country analysis and in an examination of the United States. Carles Boix (1999) found support in analyses of cross-country patterns, though he argued that the relevant policies are public investment and education rather than monetary and fiscal. Larry Bartels (2008) has recently updated the analysis of the US case, again finding strong support.

Interest group-government coherence

Following on the growing attention to government partisanship and corporatism in the 1970s and the early 1980s, Peter Lange and Geoffrey Garrett (1985) suggested a modification of the corporatism hypothesis that takes into account a potential interaction with government partisanship. They argued that when unions are centralized and strong, left governments tend to pursue expansionary fiscal and social policy, knowing that doing so will not lead to wage militancy. When unions are fragmented and weak, right governments are able to implement free-market policies. Each of these scenarios, they argued, is conducive to economic growth. In the other two possible configurations—strong unions with right government, weak unions with left government—incoherence between government action and union wage behaviour were predicted. This should produce slower growth. Their analyses of patterns of economic growth in affluent democracies in the 1970s and 1980s suggested support for the hypothesis (Lange and Garrett 1985; Alvarez, Garrett, and Lange 1991; Beck et al. 1993).
Cooperation-promoting institutions

Long-term relationships and formal organization promote cooperation within and between firms and between interest groups and the state (Zysman 1983; Dore 1987; Aoki 1988; Florida and Kenney 1990; Womack, Jones, and Roos 1990; Herrigel 1994). For example, long-term partnerships with suppliers potentially offer companies advantages relative to short-term, market-based supplier relationships or vertical integration. Such partnerships enable firms to reap the benefits of low fixed costs and supplier expertise while encouraging suppliers to invest in long-term improvements and to communicate extensively both with the purchaser and with other suppliers. Within the firm, functional specialization of the stages along the production chain—research, design, development, production, and so on—can render companies slow and ineffective at moving from creation to production. The process becomes disjointed, leading to less coherence, more delays, and higher costs as errors are discovered late in the process. Cross-functional project teams, whose members represent different departments and stay with a project as it moves through the various stages, can enhance coordination and continuity and thereby reduce the time and costs involved in bringing new products, or product improvements, to market.

Kenworthy (1995) and Hicks and Kenworthy (1998) identified cooperation-inducing institutions in nine spheres. Some apply to ‘macro’-level actors (government, union confederations, employer confederations), some to the ‘meso’-level (between firms), and some to the ‘micro’-level (within firms). They are: (1) relations among firms across industries; (2) relations among unions; (3) relations between the state and interest groups; (4) relations among firms and investors; (5) relations among firms and suppliers; (6) relations among competing firms; (7) relations between labour and management; (8) relations among workers; (9) relations among functional departments within firms. Hicks and Kenworthy suggested that countries with greater prevalence of cooperation-inducing institutions are likely to grow more rapidly.

Institutional coherence

Peter Hall and David Soskice’s (2001) ‘varieties of capitalism’ typology has been highly influential over the past decade. Hall and Soskice examined five economic ‘spheres’: (1) industrial relations (bargaining over wages and working conditions); (2) vocational training and education; (3) corporate governance (relations between firms and their investors); (4) inter-firm relations (between firms and their suppliers, clients, and competitors); (5) relations with employees (information-sharing, work effort incentives). Their core hypothesis is that political economies tend to be characterized by ‘institutional complementarities’, whereby the presence of one institution increases the efficiency of another. For instance, long-term employment is more feasible where the financial system provides capital on terms that are not sensitive to current profitability. Conversely, fluid labor markets may be
more effective at sustaining employment in the presence of financial markets that transfer resources readily among endeavors thereby maintaining a demand for labor. (Hall and Soskice 2001: 18)

Hall and Soskice found that institutional complementarities do indeed tend to be present in the affluent OECD economies, and they suggested that these economies fall into two groups. Coordination is market-based in six ‘liberal market economies’: Australia, Canada, Ireland, New Zealand, the United Kingdom, and the United States. Coordination is based largely on non-market or extra-market institutions in ten ‘coordinated market economies’: Austria, Belgium, Denmark, Finland, Germany, Japan, the Netherlands, Norway, Sweden, and Switzerland.

Hall and Soskice (2001) and Hall and Gingerich (2004) hypothesized that economic performance is a function of institutional coherence. Both non-market- and market-oriented institutions can work well provided they are coupled with complementary institutions in other spheres. Institutional configurations that more closely correspond to either of the two pure types tend to promote growth.

Ease of business start-up, hiring and firing, and reaping rewards from innovation

Since Adam Smith (1776), a stream of analysts and commentators have argued that the institutions most conducive to national wealth in a capitalist economy are those that facilitate the ability of economic actors to form companies, hire and fire employees, and reap the rewards of innovation (North 1990; Porter 1990; Sapir et al. 2004; Baumol, Litan, and Schramm 2007). Such institutions include strong and clear protection of property rights, effective anti-trust enforcement, limited protection of market position for firms and job security for employees, a financial system that provides capital at reasonable cost, stable and consistent macroeconomic policy, government support for research and development, and wide-reaching provision of high-quality education.

This is not the same thing as laissez-faire, as such a framework requires an active government and may well benefit from interest group organization and coordination. Nor does it presuppose minimal taxation and government spending. As we will see in the next section, the affluent countries rated as having the best institutional framework in this respect include some with comparatively high tax and spending levels and governments that actively intervene in certain aspects of the economy.

Empirical assessment

Though by no means immune to criticism, each of these eight hypotheses is theoretically sensible. The debate cannot be resolved on theoretical grounds; it can only be adjudicated empirically. An additional virtue of an empirical assessment is
that most of these theories were initially tested over a particular and relatively short time period. To mention just one example, Katzenstein’s (1985) influential book on corporatism and economic performance examined data for only the 1970s. Which of these hypotheses prove helpful when examined over a relatively lengthy set of years?

**Data, measures, method**

We need a measure of national wealth. As I noted earlier, the standard one is GDP per capita. GDP is a measure of economic output, and a per capita measure is an average. Both of these aspects are potentially problematic. Median household income more directly and accurately taps how the typical household is faring. However, available data suggest that across countries GDP per capita and median household income correlate quite closely (Kenworthy 2004, ch. 4). Given this, it makes sense to use GDP per capita, as it is available for more countries and years.

Should the focus be on variation in levels of per capita GDP or on variation in growth? I see no strong reason to prefer one or the other and so will include both.

What period should be covered? The post-war ‘golden age’ is widely viewed as having ended in 1973. I focus on the years since then.

In measuring economic growth, it is essential to adjust for ‘catch-up’ effects: countries that begin with a lower level of per capita GDP are able to grow more rapidly by borrowing technology from richer nations. I do so by regressing growth of per capita GDP on each country’s level of per capita GDP in the initial year (1973). The residuals from this regression represent ‘catch-up-adjusted’ economic growth.

Most empirical analyses have examined growth over relatively short periods. Three considerations favour an empirical focus on the long run. First, long-term growth matters much more for countries than growth in particular periods. Second, among the countries of interest, long-run growth patterns have differed from period-specific growth patterns. Across these nations, correlations between (catch-up-adjusted) growth over 1973–2007 and over the business cycles of 1973–79, 1979–89, 1989–2000, and 2000–07 are mostly moderate in strength: .61, .32, .93, and .51, respectively. Third, many of the institutions identified in this literature change slowly, if at all, over time; hence the cross-country variation has remained relatively constant. For these reasons, I use a long-run measure. There are drawbacks: this will hide patterns that, due to variation over time in the institution or in its causal effects, are period-specific and some of these institutions are measured over only part of the 1973–2007 period. Nonetheless, in my view an assessment of long-run patterns is the preferable strategy.

As the first chart in Figure 14.1 indicates, levels of per capita GDP as of 2007 correlate quite closely with catch-up-adjusted growth rates of per capita GDP over 1973–2007: \( r = .85 \). I therefore combine the two into a single index. I rank the countries on each of the two measures, then average each country’s ranking, then rescale the average rankings to vary between zero and one. The resulting measure is shown in the second chart in Figure 14.1. Higher scores indicate better national
wealth performance over the 1973–2007 period. I use this index as the dependent variable in the analyses to follow.

How do the institutional theories fare?

Most discussions of state guidance or industrial policy have not attempted a thorough comparative assessment of the hypothesis. Many single out Japan and France as the exemplary cases. Over the 1973–2007 period these two countries were not among the strongest performers. In the second chart in Figure 14.1, Japan ranks fourteenth and France seventeenth among the twenty countries. A dichotomous scoring in which Japan and France are coded as ‘high’ and all other countries ‘low’ correlates negatively with the national wealth performance measure. Harold Wilensky and Lowell Turner (1987: 32) attempted to rank-order eight of the countries on degree of industrial policy intervention, based on their reading of the secondary literature. This ranking too is negatively associated with the national wealth index (web appendix figure A1). Neither of these scorings, then, yields support for the government intervention hypothesis.

Two principal variables have been used to capture Mancur Olson’s institutional sclerosis theory, which emphasizes the organization of interest groups. One is the number of years since a country became democratic. The hypothesis is that in the absence of major societal disruptions, such as war, interest groups grow in size and influence, which is bad for national wealth. For this measure the expectation is for a negative association. The second is unionization. Unions are viewed as the principal example of an interest group that may impede market functioning, both by

![Figure 14.1: National wealth performance, 1973–2007](image-url)

*Note: The measure in the second chart is an index that combines the two indicators shown in the first chart. It is described in the text and in the web appendix.*
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influencing wages and employer behaviour and by lobbying government for special privileges. For this measure the expectation is for a U-shaped pattern, with countries that score low or high doing better than those at intermediate levels. Bivariate patterns do not support the Olson hypothesis (web appendix figure A2).

Corporatism has been measured in a variety of ways (Siaroff 1999; Kenworthy 2003). Some focus on the degree or centralization of union and/or employer organization. Others concentrate on the degree or type of input organized interest groups have in policy-making. The latter is the focus of the hypotheses of Katzenstein, Wilensky, and Turner, and others who argue that corporatist concertation contributes to national wealth. I consider two measures here. One, created by Siaroff (1999), is a composite index of 23 corporatism measures. The other, from Franz Traxler, Sabine Blaschke, and Bernhard Kittel (2001), aims to directly measure union participation in the policy-making process. The Siaroff corporatism index is positively correlated with the national wealth performance index, though the association is modest in magnitude ($r = .37$). There is no bivariate association between union participation in policy-making and national wealth (web appendix figure A3).

The most common indicator of left government is the share of cabinet seats held by parties of the left. An alternative measure, devised and scored by Thomas Cusack (2002), assesses the political centre of gravity of the legislature, with higher scores indicating a stronger left presence. Unfortunately, these centre of gravity scores are available only through 1997. These two partisanship measures correlate at .62, suggesting similarity but far from perfect overlap. Neither is positively correlated with national wealth at the bivariate level (web appendix figure A4).

Lange and Garrett analyse the impact of interest group–government coherence using an interaction. I use an alternative measure. First, I use their ‘labour organization index’ (Alvarez, Garrett, and Lange 1991: 553) to create the union encompassingness component. Countries that score high on the index are Sweden, Norway, Austria, Denmark, Finland, and Belgium. Countries that score low are Japan, France, the United States, and Canada. New Zealand and Switzerland were not included in their scores; I add them to this low-scoring group (see Kenworthy 2003 for justification). For countries with high union encompassingness, I calculate the number of years from 1973 to 2002 (the latest year for which data are available) in which left party cabinet share was 50 per cent or more. For countries with low encompassingness, I calculate the number of years in which right party cabinet share exceeded 50 per cent. In other words, the measure is a count of the number of years in a country in which there were strong unions with left government or weak unions with right government. Higher scores reflect more interest group–government coherence. There is no indication of the expected positive association between this measure and national wealth performance; the bivariate correlation is nil (web appendix figure A5).

In testing the hypothesis that cooperation-promoting institutions boost national wealth, Kenworthy (1995) and Hicks and Kenworthy (1998) used composite measures. In the latter study, each country was scored on the prevalence (low, medium, or high) of cooperation-inducing institutions in each of nine economic spheres.
A factor analysis suggested two dimensions of cooperation: ‘firm-level cooperation’ and ‘neocorporatism’. The former was positively associated with economic growth in pooled regressions covering eighteen countries and four business-cycle periods. But the average scores for this firm-level cooperation index over 1973–94 (the most recent years available) do not correlate positively with the national wealth index. Nor do the average cooperation scores for all nine economic spheres (web appendix figure A6).

Hall and Soskice did not attempt an empirical assessment of their hypothesis that institutional coherence contributes to national wealth, but Hall and Daniel Gingerich (2004) have done so. They develop a ‘coordination index’ that aims to gauge the degree to which countries rely on non-market economic institutions. The index is created via factor analysis of six indicators, each measured as of the early- or mid-1990s: (1) shareholder power; (2) dispersion of control; (3) size of the stock market; (4) level of wage coordination; (5) degree of wage coordination; (6) labour turnover. The factor analysis yielded a single factor, which is highly correlated with each of these six indicators. I have rescored the Hall-Gingerich factor scores to create a variable in which more institutional coherence is scored high and less coherence is scored low. Additionally, in a re-examination of the Hall-Gingerich analysis I created an alternative measure of institutional coherence (Kenworthy 2006). It is a three-category ranking. The bivariate association between each of these two institutional coherence measures and the national wealth index is very close to zero (web appendix figure A7).

Baumol, Litan, and Schramm (2007) suggest that a useful measure of the ease of starting a business, hiring and firing employees, and reaping the rewards of innovation is an ‘ease of doing business’ index created by the World Bank. Each country is scored in five areas: (1) the cost of starting a business (percentage of income per capita); (2) the cost of registering property; (3) the difficulty of hiring employees (index); (4) the difficulty of firing employees (index); (5) the cost of enforcing contracts (percentage of debt). These scores are aggregated to form an index, which is rescaled to vary from zero to one. A key limitation of the ease of doing business index is that it is available only beginning in the mid-2000s, which is the end of the period over which national wealth performance is measured. An alternative is an index of product market regulations. Such regulations include barriers to entry, barriers to trade, price controls, government involvement in business operations, public ownership, and market concentration. The OECD (2002a) has created a summary indicator—an index ranging from zero to six—based on product market regulations in seven industries. I use an updated version of these data from Bassanini and Duval (2006); it covers the period from 1982 to 2003. For both of these indicators, the bivariate association with the national wealth measure is in the hypothesized direction, and the correlation coefficients are of moderate magnitude ($r = 0.37, -0.30$; see web appendix figure A8).

Among these eight hypothesized institutional determinants of national wealth, then, the bivariate patterns suggest support for only two: corporatist concertation and the ease of doing business.

Figure 14.2 shows the results of multivariate regression analyses. The regressions are ordinary least squares. The dependent variable is the national wealth performance
There are eighteen observations: the twenty countries minus Portugal and Spain, which are missing for too many of the measures to be included. Each institutional hypothesis is represented by one indicator. In all but one instance I use the one for which the evidence from the bivariate analyses is most supportive. The exception is the institutional coherence hypothesis; I use the Hall-Gingerich index because the other measure was created largely for purposes of sensitivity testing.

I estimate a series of regressions that include all possible combinations of three or fewer of the independent variables. This amounts to approximately forty regressions for each institutional variable. Figure 14.2 reports the results for each variable in a 'box-and-whisker' plot (boxplot). To enable comparison of their magnitude, the coefficients are standardized. No estimates of statistical significance are reported, as this group amounts to more or less the full population of rich countries over the past several decades rather than a representative sample.

<table>
<thead>
<tr>
<th>Institutional Hypothesis</th>
<th>Standardized Regression Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>State guidance (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Interest group organization (−)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Corporatist concertation (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Left government (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Interest group-government coherence (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Cooperation-promoting institutions (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Institutional coherence (+)</td>
<td>-0.50</td>
</tr>
<tr>
<td>Ease of doing business (+)</td>
<td>-0.50</td>
</tr>
</tbody>
</table>

Figure 14.2: Regression results: hypothesized institutional determinants of national wealth

Note: Standardized coefficients from ordinary least squares (OLS) regressions using all possible combinations of three or fewer of the independent variables. The independent variables include the eight listed in the figure plus imports and real long-term interest rates. The expected coefficient signs are shown in parentheses. The sign for interest group organization is expected to be negative because the indicator is the number of years of uninterrupted democracy. Dependent variable: national wealth performance, 1973–2007 (see Figure 14.1). Portugal and Spain are not included due to missing data. The 'whiskers' represent the minimum and maximum coefficients. The edges of the box indicate the 25th- and 75th-percentile coefficients. The vertical white line is the median coefficient. Separate dots indicate 'outliers'—coefficients that are substantially larger or smaller than the others for that variable. The number of regressions for each independent variable ranges from 37 to 45. For data definitions and sources, see the web appendix.
The multivariate results are largely consistent with the bivariate patterns. Six of the eight institutional hypotheses receive little or no support. The coefficients for state guidance, interest group organization, and institutional coherence tend to be notably different from zero, but they have the wrong sign. The state guidance and institutional coherence coefficients are expected to be positively signed, but they are almost always negative. Olson’s interest group organization hypothesis is operationalized as a country’s number of years of uninterrupted democracy; its coefficient is expected to be negatively signed but instead is nearly always positive. Left government, interest group-government coherence, and cooperation-promoting institutions are expected to have positively signed coefficients. Each does tend to be positive, but most of the coefficients are close to zero.

Corporatist concertation is hypothesized to have a positive effect on national wealth. Its coefficients are always positive in the regressions, and their median size is .39. Norway is a key supportive case—high corporatism, strong national wealth performance (see web appendix figure A3)—and Norway’s position on the national wealth measure must be tempered by recognition of the role North Sea oil has played in raising the country’s gross domestic product. If Norway is omitted from the regressions, the median coefficient drops to .29; but the smallest remains well above zero, at .15.

The ‘ease of doing business’ coefficient is consistently positive in the regressions. The median coefficient is .28. This result is somewhat sensitive to the countries included. If Norway or the United States is omitted, the association remains consistently positive but the median coefficient shrinks to .18 and .17, respectively. On the other hand, with New Zealand excluded the median coefficient jumps to .50. As noted earlier, it bears emphasizing that the ‘ease of doing business’ does not require low taxes or a minimal welfare state. All of the Nordic countries feature comparatively heavy taxation and government spending, yet Norway and Denmark rank among the top five on the ‘ease of doing business’ index and Sweden and Finland are among the top ten (web appendix figure A8). Nor are any of these countries on the high end in strictness of product market regulations.

**Summary: Institutions and national wealth**

We have a number of plausible theories about the impact of institutions on national wealth. But the empirical record of the past generation offers little evidence of strong institutional effects. Six of the eight hypotheses examined here receive no support at all. And a regression that includes the only two that are robustly associated with national wealth performance in the expected direction—corporatist concertation and the ‘ease of doing business’—accounts for a relatively small amount of the cross-country variation ($R^2 = .24$).

The lack of association between most of the institutional factors and national wealth does not necessarily mean these theories are wrong. One or more may apply to a subset of the countries but not to others. And some may hold only for certain
time periods. Also, some may work only under particular conditions; that is, they may be observable only via interactions that I have not considered here. An additional possibility is that measurement problems have prevented true associations from being revealed.

Still, this look at the data, across a larger number of countries and a longer period of time than in previous research, suggests reasons for a healthy dose of scepticism about most of these institutional hypotheses.

Institutions and Inequality

In this section, I explore the impact of institutions on cross-country and over-time variation in inequality. There are numerous aspects of inequality. Reliable comparative data are available mainly for earnings and income, so that will be my focus here. The distribution of posttransfer-posttax (‘disposable’) income among households is what researchers and policymakers should, ultimately, be most interested in understanding (Kenworthy 2008). This is influenced primarily by the distribution of earnings among employed individuals, by the distribution of employment and earnings among households, and by government redistribution (Kenworthy 2004, 2008). I consider each of these three here. The comparative evidence suggests strong effects of institutions on inequality.

Inequality of earnings across employed individuals

Earnings inequality refers to the distribution of earnings among individuals who are employed. The best available comparative data, compiled by the OECD, include only people employed full-time (30 hours or more per week). This is sensible, as those employed part-time tend to earn less not only on a per hour basis but also because they work fewer hours.

The most common framework for explaining earnings inequality among employed individuals focuses on supply and demand factors. These include the distribution of skills across individuals, employer demand for different skills, the distribution of employment across sectors and firms, the degree of trade and foreign investment, and the gender and immigrant share in employment, among others (Katz and Autor 1999; Morris and Western 1999; Gottschalk and Danziger 2005; Mishel, Bernstein, and Shierholz 2009).

Earnings inequality is closely correlated across countries with the distribution of skills, if the latter is measured using literacy. But there is reason to doubt that this correlation indicates a strong causal relationship. Dan Devroye and Richard Freeman (2002) decompose the variation in earnings inequality across four countries: Germany, the Netherlands, Sweden, and the United States. They find
that literacy inequality accounts for only 7 per cent of the variation. A much larger portion of the variation, 36 per cent, owes to the larger skill premium in the United States than in the other three countries. In other words, the variation in earnings inequality across these four countries is more a product of the degree to which skills differences translate into earnings differences than of the degree of skills differences per se. Devroye and Freeman then examine earnings inequality among Americans within relatively narrow bands of skills and find that earnings inequality within such groups tends to exceed earnings inequality among all employed individuals in the other three countries. Francine Blau and Lawrence Kahn (2002b) have used the International Adult Literacy Survey (IALS) data to examine men and women separately and native-born and immigrant Americans separately, and they reach a similar conclusion.

Institutional factors that have been highlighted include the level of unionization, the centralization of wage bargaining, government-established minimum wages, the share of employment that is in the public sector, and the types of pay schemes used by firms (skill-based, seniority-based, performance-based). Among the rich nations, a sizable amount of the cross-country variation in earnings inequality can be explained by two of these institutional factors: the degree of unionization and the degree of centralization of wage bargaining (web appendix figure A9; Wallerstein 1999; Rueda and Pontusson 2000; Blau and Kahn 2002b; Devroye and Freeman 2002; Card, Lemieux, and Riddell 2003; DiPrete 2005; Koeniger, Leonardi, and Nunziata 2007; Baccaro 2008; Kenworthy 2008).

What are the causal mechanisms linking unionization and wage centralization to low earnings inequality? Unions tend to be committed to some degree of wage compression, for ideological reasons and as a strategy for helping their least advantaged members (Freeman and Medoff 1984; Swenson 1989; Wallerstein 1999). They have greater leverage in wage bargaining than do individual employees, and hence are to some degree able to implement this preference. Centralization of wage bargaining across firms and sectors magnifies both the incentive and power effects.

Does one of these two institutional factors matter more than the other? Cross-sectional analysis cannot help, because unionization and wage centralization are too closely correlated across nations. We might, therefore, turn to over-time developments within countries since the early 1970s (see web appendix figure A10). Unfortunately, this too yields no definitive answer. In the United States earnings inequality has risen sharply. Unionization declined through most of this period, whereas wage centralization began minimal and remained so. This suggests a key role for unionization. In Sweden, by contrast, earnings inequality increased in the 1980s (though far less than in the US) despite rising union density. This rise seems much more likely to have been influenced by the decline in bargaining centralization that occurred in the early 1980s. In the United Kingdom, rising earnings inequality in the 1980s coincided with ‘both’ falling unionization and a decline in wage centralization.
In a recent analysis of cross-country variation in change in earnings inequality, Oskarsson (2005) suggests that the level of wage centralization mediates the impact of factors such as trade and unionization (see also Kenworthy 2007). In a decentralized bargaining context, increased trade with less developed countries and/or declining unionization yield rising earnings inequality. Where bargaining is centralized, they do not.

The theories and data I have discussed thus far apply to inequality of earnings among the bulk of those with paying jobs. But surveys, which are the basis of data on earnings for most countries, have a difficult time capturing the earnings and incomes of those at the very top of the distribution; to ensure participation of the highest earners in such surveys, high earnings often are 'top coded'. In recent years several analysts have examined tax data in order to get better information about top earnings and incomes (Atkinson and Piketty 2007a, 2007b; Leigh 2007).

In most of the countries for which data are available, the top 1 per cent's share declined from 1950 through the 1970s (web appendix figure A11). Around 1980 the trend began to diverge sharply. In five English-speaking countries—Australia, Canada, New Zealand, the United Kingdom, and the United States—the top 1 per cent's share has risen rapidly. In five other nations—France, Germany, Japan, the Netherlands, and Sweden—it has either held constant or risen only slightly. These data are for incomes rather than earnings; but they exclude capital gains, so changes over time are likely to reflect changes in earnings rather than in investment income. Thomas Piketty and Emmanuel Saez (2006: 264) conclude that in the English-speaking countries ‘This rise in top income shares is not due to the revival of top capital incomes, but rather to the very large increases in top wages (especially executive compensation).’

What accounts for the cross-country variation? Hypotheses include market competition, labour power, government partisanship, tax systems, corporate governance practices, the demand for entertainment, athletic, and English-speaking executive talent (‘winner-takes-all’ markets), and norms (Piketty and Saez 2006; Atkinson and Leigh 2007; Gordon and Dew-Becker 2007; Krugman 2007; Levy and Temin 2007; Reich 2007; Roine, Vlachos, and Waldenström 2007; Scheve and Stasavage 2007; Leigh 2009). Because the data have become available only recently, however, there has been limited systematic analysis as of yet.

Inequality of employment across households

Earnings vary across individuals, but that is not the only determinant of market (pretransfer-pretax) income differences across households. Also relevant is the distribution of employment across households. Households differ in the number of adults they have, and those with the same number of adults differ in employment. Some households therefore have zero jobs, some have half a job (one part-time job), some one job, some one and a half, some two, and a few more than two.
Differences in individual earnings inequality account for more of the cross-country variation in levels of pretransfer-pretax household income inequality than do various measures that tap employment variation among households (Kenworthy 2008, ch. 3). However, that is due in part to the lack of data on between-household inequality in total hours worked, which is the most appropriate indicator.

Kenworthy (2004, ch. 3) and Kenworthy and Pontusson (2005) find that cross-country variation in changes in pretransfer-pretax household income inequality in the 1980s and 1990s were heavily influenced by differences in employment growth. In countries with rapidly growing employment rates, such as the Netherlands, households that previously had no earners or one earner tended to experience a greater increase in employment than did households that began with more employed members. As a result, market income inequality across households decreased. In countries that experienced employment rate declines, such as Sweden, households beginning with fewer employed members suffered disproportionately, producing a rise in intra-household inequality.

Have institutions affected cross-country variation in employment change? There is an extensive body of research on the impact of institutions such as pay compression, employment protection regulations, government benefit generosity, and taxes on employment performance. Much of it has focused on levels of unemployment or employment (OECD 1994; Nickell and Layard 1999; Scharpf 2000; Blau and Kahn 2002a; Baker et al. 2005; Baccaro and Rei 2007; Bradley and Stephens 2007). Fewer studies have examined changes in employment rates (Iversen and Wren 1998; Esping-Andersen 2000; Kenworthy 2004, 2008; Bassanini and Duval 2006; OECD 2006). The latter have tended to find a negative association across countries between these institutions and employment growth, but one that may be modest in magnitude.

Redistribution

The third major determinant of the posttransfer-posttax distribution of income is government redistribution. Here too there is clear evidence that institutions have mattered.

A long line of research has demonstrated an association across rich nations between left government and the generosity of welfare states (Korpi 1983; Esping-Andersen 1985; Hicks 1999; Huber and Stephens 2001; Swank 2002; Kwon and Pontusson 2010). For ideological reasons and to better serve the material interests of key constituencies—the working class and the poor—left parties tend to favour more extensive government supports and transfers. Other studies have found a similarly-strong association between corporatist concertation and social policy generosity (Hicks and Swank 1992; Hicks and Kenworthy 1998; Hicks 1999). Corporatist arrangements provide worker organizations with direct input into the policymaking
process and are thus likely to yield policy outputs that better reflect those organizations’ preferences for generous social programmes. Over recent decades both left government and corporatism are strongly associated with social policy generosity (web appendix figure A12).

While there is considerable agreement that left government and corporatism have contributed to redistributive generosity, researchers disagree about their relative importance. The two are too closely correlated with one another to include together in cross-country regression analyses (Huber and Stephens 2001). An alternative strategy is to examine over-time patterns. Unfortunately, this offers little help. Consider three countries in which at least one of these two institutions has varied notably over time since the early 1970s: the United Kingdom, Sweden, and Italy (web appendix figure A13). In the United Kingdom cumulative left government increased in the late 1970s and then held constant for most of the 1980s and 1990s, while corporatist concertation declined sharply between 1979 and the early 1990s. The trend in the redistribution measure followed that of cumulative left government. In Sweden, by contrast, the trend in redistribution followed that of corporatist concertation, particularly in the 1990s. In Italy both cumulative left government and corporatist concertation rose slowly over time, and so too did redistributive generosity.

After increasing steadily for several decades, in the 1980s or 1990s redistributive generosity levelled off or began to decrease in a number of countries. How useful are government partisanship and corporatism in explaining cross-country variation in the timing and degree of this retrenchment process? Studies have focused on the impact of partisanship, with some suggesting a continuing role and others finding little evidence of such an impact (Hicks 1999; Huber and Stephens 2001; Pierson 2001; Swank 2002; Korpi and Palme 2003; Allan and Scruggs 2004; Hicks and Zorn 2005; Kwon and Pontusson 2010).

Summary: Institutions and inequality

Posttransfer-posttax household income inequality is influenced by the distribution of earnings across employed individuals, the distribution of employment across households, and government redistribution. Institutions appear to play a role in accounting for cross-country variation in each of these.

There are two key issues with respect to earnings inequality: the gap among the bulk of the population (often measured with the P90/P10 ratio) and the earnings of those at the very top. Wage bargaining arrangements clearly matter in understanding cross-country differences in the former. Because comparative data on the latter have become available so recently, we have far less understanding of it.

High low-end wages, strong employment protection regulations, generous government benefits, and high payroll and consumption taxes help to reduce inequality
in some respects. But by impeding employment growth, they may hinder reduction of inequality of employment across households.

Cross-national differences in redistribution have been heavily influenced by government partisanship and corporatist concertation, though researchers disagree about the relative importance of each and about their continuing relevance.

CONCLUSION

We have extensive theorizing about the influence of institutions and institutional configurations on national wealth, but little empirical support. There has been less theorization of the effect of institutions on inequality, but the empirical record offers much more support for the hypothesized effects. That does not end the story, of course. Empirical analyses, including those in this chapter, may have missed something; and patterns in coming years may differ from those of the past several decades. But that is my take on where we stand at the moment.
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THE ORGANIZATION OF ECONOMIC ACTORS
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How do institutional arrangements affect corporate governance outcomes? Institutional analyses of comparative corporate governance raise many issues also found in other areas of the social sciences. The focus of many corporate governance inquiries might be specific to particular subfields—determinants of ownership structures, legal protection of minority shareholders, impact of the market for corporate control, and many others—but questions and insights about the role of institutions are present across disciplinary boundaries. Three key debates stand prominently in social science discussions.

The first one concerns the extent to which scholars assign analytical primacy to institutions. This debate often pits institutionally based versus interest-oriented theoretical perspectives. The first group highlights the ways in which differences in national institutional arrangements result in different trajectories regarding patterns of policy-making, economic performance, and clusters of innovative specialization (Hall and Soskice 2001; Whitley 1999). Institutions matter because they independently shape the distribution of power among social actors (Berger 1981; Hall 1986). The second group, in contrast, emphasizes how institutions reflect something deeper in society—the usual suspects being the underlying distribution of power between groups (Howell 2003; Pontusson 1995) and a set of functional requirements

---

1 I thank Peter Gourevitch and Richard Whitley for their comments on this chapter. The usual disclaimer applies.
associated with the operation of capitalist economies (Boyer 1986). These critiques of institutional perspectives point to two alternative scenarios that lessen the importance of institutions: coalitional and policy realignments can take place within stable institutions; and institutions themselves become the objects of struggle if they are so influential over outcomes.

A second debate concerns the nature of interaction of institutions with other features. Scholars working with an institutional perspective rarely advance the notion that only institutions matter for outcomes. For some, institutions are mid-level variables (as distinct from macro-structures) that act as a mid-range theory (Thelen and Steinmo 1992). For instance, Katzenstein (1977) analyses how variations in institutional frameworks provided for divergent political responses to the changes in the world economy in the 1970s—but does not seek to account for these important macro changes. Institutions are highly important at a given analytical level. For others, institutions are part of a phenomenon of complex causation whereby an outcome results from potentially different combinations of conditions (Mahoney 2004; Ragin 1987; Skocpol 1979). Institutions might be necessary to generate a specific event, but they are rarely sufficient.

A third source of debate is methodological and takes two forms. First, the dichotomy between institutional-based and interest-oriented theoretical perspectives often entails specific research design choices that mirror the other perspective’s approach. Institutionally oriented researchers hold preferences constant with the aim of showing how changing institutions produce different outcomes. Interest-driven scholars, on the other hand, hold institutions constant to show how changing interests lead to different results. A problem with this often necessary but incomplete ploy is that both institutions and interests can be changing—i.e. nothing is constant (Gourevitch 1999).

Second, the presence of change or stability of institutional frameworks is riddled with problems of assessment. For instance, the occurrence of institutional change is not always interpreted as leading to behavioural change. Comparative political economy scholars increasingly distinguish between institutional change that does not affect the process by which firms coordinate their activities versus institutional transformation that imply a transformation of coordination (Culpepper 2005; Goyer 2006; Hall 2007; see also Sorge 2005: 142–183). Distinguishing between radical and incremental institutional change becomes crucial (see e.g. Campbell 2004). On the other hand, the presence of institutional stability can be associated with substantial modifications in the behaviour of actors. The occurrence of functional conversion—whereby institutions are redirected to new purposes in the presence of formal institutional stability—complicates analytical inquiries (Gilson 2001; Thelen 2003 and 2004). The practice associated with an institution can change without a corresponding transformation in its formal structure.

---

2 See Kogut and Ragin (2006) for an analysis of complex causation for issues of comparative corporate governance.
The above overview of the debates surrounding institutional analyses in contemporary capitalism points to the difficulties in assessing whether institutions matter for corporate governance outcomes. Should one attempt to account for institutional variation across national systems of corporate governance? Or, in contrast, should the analytical focus revolve around differences in corporate governance outcomes between advanced capitalist economies? The nature and role of institutions do not lend themselves to a single viewpoint. An inquiry based on either of these two questions implies that institutions matter while at the same time avoiding inferring a mechanical relationship between institutional stability/change and outcomes. To overcome these conceptual and methodological issues, this chapter is structured around the three most prominent theoretical perspectives in the analysis of comparative corporate governance: law and economics, sociology, and politics. I proceed to review their contributions to the analysis of diversity in both institutional arrangements and outcomes across national systems of corporate governance. These approaches are also characterized by substantial internal diversity on the role of institutions—thereby increasing the analytical variety of inquiries. I conclude the chapter with a section that deals with the place of economic incentives and rationality in the joint interaction between institutions and interests for these three theoretical perspectives.

**Institutional Arrangements of Corporate Governance: The Law and Economics Perspective**

Early studies of corporate governance focused on the divergence of interests between the principal and the agent (Berle and Means 1932; Jensen and Meckling 1976). The key idea is that unmonitored managers will pursue goals that are not in the interests of shareholders—ranging from actions that allow them to profit personally (embezzlement, misappropriations) to empire building. The presence of dispersed shareholders implies a free-rider problem since the gains associated with managers being monitored are shared pro rata among owners. Why would a shareholder owning a small amount of stocks proceed to monitor corporate executives? Moreover, the impossibility of predicting all future contingencies results in the inability of dispersed shareholders to write complete contracts that would cover every scenario where important corporate decisions have to be taken (Grossman and Hart 1981). Management remains in control under most circumstances.

---

3 See Pollard (1965) for an historical analysis of these problems in early British management structures.
The focus of the early law and economics studies was organized around a puzzle—namely, why would minority investors provide funding to companies run by unaccountable, dominant managers. The argument presented was that inefficient firms would be punished on financial and product markets—thereby providing incentives for management to pursue strategies of enhancing shareholder value. Working backwards from this assumption, early law and economic studies on corporate governance interpreted institutions as the functional response designed to reduce the costs associated with taming managers acting in their own interests (for a critical analysis, see Davis 2005).

These early law and economics analyses of corporate governance, however, are plagued by a fundamental shortcoming despite their influence over the intellectual development of the discipline. The main point of contention is that ownership dispersion is only characteristic of a few countries, essentially Anglo-Saxon economies. The analytical foundations of these early studies of corporate governance lacked a comparative focus. In ownership concentrated systems, the separation of ownership from control is largely non-existent since the dominant shareholder has both the incentive and the power to discipline management (Morck, Shleifer, and Vishny 1988). Instead, the main issue in such systems of corporate governance is the divergence of interests between the controlling shareholder and minority investors. The concentration of ownership, with its associated control over corporate policies, is valuable since the controlling shareholder is able to transfer value from the firm at the expense of minority shareholders—i.e. the private benefits of control (Zingales 1998). The result is the creation of a wedge between the value of the company for the controlling shareholder and the other (minority) investors.

A second wave of law and economics studies emerged in the early 1990s with the aim of accounting for diversity in ownership structures across national systems of corporate governance. The fundamental argument that accounts for the extensively documented differences in ownership structures focuses on the extent to which minority investors are protected by law from expropriation by managers or controlling shareholders (La Porta et al. 2000). The role of institutional arrangements and rules, as well as their enforcement, is critical in this process. The investigatory starting point is that minority shareholders need assurance that they will get a return on their investment (Shleifer and Vishny 1997). A combination of standard tort law and private bonding is not sufficient to provide adequate guarantees to outside shareholders (Glaeser et al. 2001). Specific institutions and rules in the areas of stock exchange regulations, accounting standards and financial transparency, corporate law, and takeover regulation protect minority investors better (Coffee 2006; La Porta et al. 2000).

Some of these key institution arrangements concern the fiduciary duties of directors, the mandatory rules to disclose extensive financial information on a continual basis, the respect of the one-share-one-vote rule, the equal treatment of
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4 For analytical treatments of the importance of the institutions of the legal system in other areas, see also the chapters by Quack and Whitley in this handbook.
minority shareholders during takeover bids, and an efficient and uncorrupted judicial system. Moreover, institutions that protect the rights of minority shareholders tend to be found in common law systems rather than in their civil law counterparts (Coffee 1999; Johnson et al. 2000). Legal rules in systems of common law are made by judges, are based on precedents, and are inspired by general principles such as fiduciary duty. These general principles are applicable in new situations even when specific conduct that would violate the rights of minority shareholders has not yet been described or prohibited in the statutes.

The theoretical implication flowing from the presence of different ownership structures for the law and economics perspective is that the nature of agency costs differs across national systems of corporate governance. There are many varieties of agency costs—which all contribute to destroy shareholder value—but for which different institutional solutions should prevail (for a critical overview, see Roe 2005). A first type of agency costs is diversion by managers—stealing, embezzling, and shirking. A second variety of agency costs comes in the form of managerial mistakes—executives not being up to running the firm because of changed circumstances. Institutions that work well in solving the first type of agency costs might not be as effective in dealing with its second variety.

The policy implication from the above discussion, in turn, is that institutional responses to potential violation of the rights of minority shareholders should differ according to the specificity of the agency costs found across national settings. For instance, the bulk of financial scandals in the United States in the 1990s dealt with corporate managers engaged in earnings manipulation and accounting irregularities to inflate stock price; distortion of shareholder value in continental Western Europe and in formerly communist countries of central Europe involved self-dealing by controlling shareholders (Coffee, 2005). The effectiveness of institutions in corporate governance in this context is contingent upon its match with the prevailing ownership structure of a given economy. The current wave of legislative reforms in the three largest continental European countries (France, Germany, and Italy) should be viewed with suspicion since they are dealing essentially with improving the exercise of voting rights, not with reducing the ability of the controlling owner to engage in self-dealing manoeuvres (Enriques and Volpin 2007).

The law and economics perspective has generated impressive empirical results. Legal-institutional arrangements are associated with differences in regard to ownership structures, size and depth of securities markets, number of listed firms, dividend payments, and rates of IPO (La Porta et al. 2000). If prospective minority shareholders feel uncertain about whether their rights will be protected once they provide equity capital to the firm, then they are less likely to invest on stock markets. However, correlation is not causation and this approach has been criticized on both empirical and intellectual grounds.

First, the overall stability of legal systems contrasts with changes in ownership structures in several advanced capitalist economies in the twentieth century—thereby making it difficult to explain variation with a constant (Gourevitch and
The case of the United Kingdom, on the other hand, highlights the emergence of ownership diffusion and vibrant securities markets despite a legal environment apparently conducive to private benefits of control (Cheffins 2001; Franks, Mayer and Rossi, 2005).

Second, the argument that institutional arrangements of corporate governance are better suited to solve different type of agency costs raises problems of functionalism. For one thing, the introduction of institutional arrangements of corporate governance is not driven exclusively by concerns related to agency costs. A myriad of political and societal concerns also stand prominently in accounting for institutional diversity across national systems of corporate governance (Gourevitch and Shinn 2005; Roe 1998 and 2003). Moreover, legal arrangements do not cover every instance where corporate executives can destroy firm value—thereby highlighting the insufficient character of corporate law to account for the presence of ownership dispersion. A prominent application of this insight concerns the limits of American/British system of corporate law, which are comparatively highly protective of the rights of minority shareholders, in accounting for the presence of ownership dispersion. Corporate law is generally, although not always, effective at dealing with agency costs that take the form of diversion of value by executives (stealing, embezzling, and shirking)—but is largely unconnected to a second type of agency costs related to value destruction in the form of managerial mistakes (Roe 2002). The issue is not one of a misfit between institutions and the type of agency costs faced by firms—but the limits on the extent to which legal arrangements can cover every instance of shareholder value destruction in either concentrated or dispersed ownership settings.

Third, the effectiveness of institutional legal arrangements is contingent upon the context in which they are embedded with the implication that there is no universal link between institutions of corporate governance and outcomes. The second wave of law and economics studies correctly recognizes the presence of institutional diversity across national systems of corporate governance, but interprets the absence of convergence as deviations from best practices. The assumptions of the law and economics perspective are that development of economic activities and the provision of capital require the protection of investors through legal arrangements; the Anglo-American systems of corporate governance generate higher rates of economic growth and securities market development precisely because of their relatively high degrees of protection for minority shareholders; and that legal reforms in non-common law countries is largely a technocratic endeavour where the main task of policymakers is to transplant the institutional legal features of Anglo-American economies (La Porta et al. 2000 and 2006).
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5 See the contributions in Morck (2005) for historical analyses of the evolution of national systems of corporate governance in a number of specific countries.

6 For instance, the construction of institutional arrangements that protect minority shareholders is not ‘rocket science’—the reason why non-common law advanced capitalist economies have refrained for a long time to build them is better accounted for by their reluctance to embrace principles of shareholder value (Roe 2003).
There are two problems with these assumptions. The first issue is that the impact of institutional arrangements is contingent upon the context in which they are embedded (Hall and Soskice 2001; Milhaupt and Pistor 2008; Whitley 1999). The presence of interdependencies between legal arrangements and other institutions shape the effectiveness of the former on various outcomes. The second issue is that the law and economic perspectives conceptualize institutional arrangements—essentially Anglo-American legal features—as fixed endowments that are both necessary for economic activities to occur and that, once in place, are themselves immune to change. The irony of the legal perspective is that politics and conflict matter in the origins of legal arrangements, but completely disappear after their enactment (see e.g. Mahoney 2001). By contrast, Milhaupt and Pistor (2008) highlight the continuous interactive process between legal arrangements and markets that results from three features: the extent to which legal systems are centralized/decentralized in relation to law-making and enforcement processes; the presence of multiple functions performed by the legal system in supporting economic activities beside that of shareholder protection, and the contested nature of legal institutions that follows from their asymmetric distribution of gains for political and social actors.

Fourth, the consequences of the strategic position of the controlling shareholder are also contingent upon the specificities of the context. The presence of a shareholder with a substantial equity stake in the company eliminates problems inherent in the separation of ownership and control—such as issues of collective action in the monitoring of managers. On the other hand, an unconstrained, controlling owner is likely to seek to secure private benefits of control at the expense of shareholder value-oriented strategic moves that would benefit every category of investors. The presence of a controlling shareholder is interpreted as the consequence of the failure of corporate law to protect minority shareholders (La Porta et al. 1999).

However, recent studies have raised doubts about the overwhelming focus on controlling shareholders as value destroying actors in concentrated ownership systems of corporate governance. The argument is that some private benefits of control are necessary for inducing the controlling shareholder to exercise a monitoring function (Gilson 2006; Mayer 2001). There is a potential trade-off where the presence of a controlling shareholder reduces managerial agency problem, but at the costs of the problems of the private benefits of control. Institutional reforms constitute a balancing act whereby the actions by the controlling shareholder that lead to the
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7 See Aguilera et al. (2008) for an extensive analytical overview of the context specific effectiveness of institutions of corporate governance.

8 The argument about legal arrangements constantly interacting with market developments is further supported by the analysis of Kogut and Ragin (2006) on the institutional determinants of financial markets. Using the methodology of Qualitative Comparative Analysis (Ragin 1987), they highlight how common law regimes are uniformly associated with extensively developed capital markets—but only in the joint presence of judicial efficiency (enforcement, rule of law, contract respect) and indigenous law. In other words, the transplant of common law regimes does not causally lead to bigger securities markets since the above combination of conditions captures only a small number of countries. The implication is that the transplant of legal arrangements is mediated by existing institutional configurations.
capture of private benefits of control do not impinge on his ability to monitor corporate executives. The need to secure activism from the controlling shareholder is made particularly crucial in countries with both inadequate corporate law and poor commercial law (Gilson 2007).

Fifth, the differences between the two legal families have experienced an erosion in recent years since both systems regulate and codify; and recent legislation has generated opposite results than would have been predicted by the law and economics perspective—the quite directive Sarbanes-Oxley act in the United States as compared to the market-preferring, transparency-enhancing Kontrag law in Germany (Roe 2006: 468–82). Moreover, and more importantly, the point is not that institutional differences between legal families do not matter—but that current differences between national systems of corporate governance are probably better accounted for by more recent political decisions that lead some countries to embrace/denigrate principles of shareholder value than institutional-legal variables introduced some centuries ago (Roe 2007; see also below the discussion of the political perspectives on corporate governance).

Finally, the law and economics perspective overlooks a key first-order condition for financial markets to develop and ownership to become dispersed—namely, the political legitimacy of capitalist economic arrangements (Roe 1998). Political stability is necessary for production to take place since more efficient but politically and socially illegitimate economic arrangements could be challenged. The importance of legal-institutional arrangements becomes important only in a polity that is market friendly. The specification of the impact of legal-institutional arrangements is critical since other indicators also strongly correlate with differences in ownership structures, most notably the regulation of employment protection and the Gini measures of economic inequalities.

**Sociology and Institutional Diversity in Corporate Governance**

The above criticisms of the law and economics perspective point to the foundations of the sociological (and political) perspectives on corporate governance. The law and economics perspective interpret institutions through a backward inference. The diversity of institutional frameworks is analysed through the functions they ultimately serve. The sociological (and political) perspectives on corporate governance provide far richer analyses of institutional origins and evolution.

The overall argument of institutionally oriented economic sociologists is that firms are embedded in a system of social norms, practices, and relationships that shape the range of actions that are possible and permitted. The influence of
institutions over the behaviour of actors stems from their ability to provide cognitive scripts and taken for granted practices that able them to interpret the world around them (Meyer and Rowan 1977; DiMaggio and Powell 1991). The institutional arrangements and practices found in national economies specify the very terms through which the interpretation of events is constructed and, as a result, should be seen as culturally and context-specific. The presence of institutional diversity reflects institutional constraints stemming from ‘context-specific scripts’ on the appropriate standards by which firms should be run—rather than constituting a functional response to a given set of problems (Aguilera and Jackson 2003; Scott 2001). The point is not that actors are irrational and institutional arrangements inherently inefficient—but that their actions are socially constructed (Hall and Taylor 1996: 946–50).

The notion of institutions as reflecting context-specific systems of social norms shapes the range of potential actions of actors and, in turn, implies diversity of causal mechanisms across economies. For instance, studies on the spread of shareholder value in Germany—an advanced capitalist economy institutionally organized at the antipode of its American counterpart—highlight the importance of the context-specific institutional arrangements (see Fiss and Zajac 2004). The concept of embeddedness for the study of German corporate governance illustrates the importance of the specific characteristics of the educational background and career patterns of corporate executives. These variables affect the normative expectations of executives of what are considered legitimate strategies and act as a focal point in the process by which changes are introduced. German managers have been praised for their high level of technical expertise that results from their productionist, engineering-oriented focus—in contrast to the finance background of top American executives (Herriegel 1996; Whitley 2003). Therefore, it does not come as a surprise to learn that the most important factor accounting for CEO compensation—one important indicator of shareholder value—is the extent to which board chairs and CEOs have a similar educational background (Fiss 2006).

Discussions about the role of the board of directors in the promotion of shareholder value in Germany make considerably less sense. For one thing, employees occupy half of the seats with the implication that an empowered board with independent directors might well be oriented around the protection of workers rather than promoting the interests of minority shareholders (Roe 1999). Moreover, German corporate law requires a legal split between two boards—management and supervisory—whereby members of one board cannot sit on the other. The positions of CEO (management board) and chair (supervisory board) are occupied by a different person. Institutional arrangements—that reflect legitimacy concerns about the role of employees inside companies—prevent German CEOs from controlling the board through their influence over the selection of directors—in sharp contrast to the situation that prevails in the United States (Roe 2003).9

9 See Westphal and Zajac (1995) for an analysis of the influence of CEOs in the appointment of directors at large American companies.
An important subset of analytical inquiries in economic sociology inspired by the concept of embeddedness is that of networks. The underlying assumption of these studies is that behaviour is socially embedded in the sense that an actor’s ability to further its ends is contingent on the behaviour of other participants. The relations between actors are embedded in social networks and are not simply epiphenomena of market and other forms of interaction. Networks are communities of practices with their own shared ideologies, scripts, and norms that contribute to link individual’s behaviour with their position in them (Granovetter 1985). The (economic/social) networks in which actors are embedded significantly shape their identity and behaviour. They contribute to the maintenance of the meaning that actors give to institutions by constraining the range of behavioural actions deemed legitimate—particularly through the enforcement of norms via informal sanctions. They influence one’s understanding of how other actors in similar/different roles should behave—thereby rewarding what is perceived as legitimate behaviour and punishing norm deviant actions.

One strand of network analysis highlights the importance of their structural characteristics—i.e. the density of ties among individual members (see e.g. Kogut and Walker 2001). The process of institutional change reflects the presence of two sequential features: the formal adoption of a new institution by an actor and the speed by which it spreads within a network. First, institutions whose content is viewed as being comprised of normatively appropriate practices that already fit with social norms are more likely to be adopted (Burt 1982; Strang and Macy 2001). The connectivity of an institution with prevailing cognitive schemas that enable actors to make sense of the world constitutes a necessary condition for its adoption (DiMaggio and Powell 1983; Meyer and Rowan 1977). The ability of actors to frame the adoption of these new institutions as fitting with established norms of legitimacy increases their successful introduction, since practices often have multiple meanings that can be interpreted in different ways. Second, the spreading speed of the newly adopted institutions, on the other hand, is about the density of ties within an existing network (Burt 1982; Haveman 1993; Watts 1999). Density of network ties matter in two ways: the adoption of new institutions tend to spread more rapidly in dense as compared to thin networks since participants possess greater degrees of connectivity among themselves; and the adoption of new institutional practices by a centrally located and legitimately perceived actor increases its spreading speed since it enables other participants to justify their actions.

The institution of the board of directors in American corporate governance illustrates quite well the importance of networks via their influence on social norms and practices on the behaviour of actors. For law and economics scholars, effective institutional arrangements result in directors serving as the dutiful agents of their shareholder principals (Fama and Jensen 1983; Jensen and Meckling 1976). The sociological critique, in contrast, stresses the importance of directors being embedded in networks as the major source of influence on their actions (Mizruchi 1989). Several studies have highlighted the importance of embeddedness of board interlocks as a key mechanism that links the actions of firms and corporate governance outcomes.
First, the adoption of specific anti-takeover instruments—namely poison pills and/or golden parachutes—by American firms in the 1980s was shaped by the density of network ties and by the extent to which they shared directors with companies that had previously done so (Davis 1991; Davis and Greve 1997). Network centrality serves as a provider of information through the network while the previous adoption of anti-takeover devices increases the legitimacy for their subsequent adoption by other actors. Second, another stream of research has focused on the role of boards in accounting for executive compensation. In their analysis of CEO remuneration packages in large American firms, Zajac and Westphal (1995) moved beyond the dichotomy between empowered boards setting an ideally constructed compensation contract versus overcompensated CEOs and weak boards. Their argument highlights the importance of symbolic considerations whereby firms justify their actions in an attempt to reflect prevailing beliefs about the socially legitimate purpose of executive remuneration. The behaviour of directors is embedded in a context where CEO compensation practices must be justifiable in the eyes of outside parties. Directors with interlocking ties are more than willing to engage in legitimizing exercises—as opposed to advocate the implementation of substantial corporate changes that would limit managerial autonomy—if they seek to escape informal social sanctioning from the other members of the network in which they are embedded (Westphal and Khanna 2003).

The notion of embeddedness and its network analytical subset significantly contribute to our understanding of institutional diversity across systems of corporate governance. Sociologists—especially within the field of organizational theory—provide an alternative to efficiency-oriented explanations that solely focus on the agency problem. The importance assigned to norms and practices that shape the range of actions, significantly enrich our knowledge of the fundamental determinants of the behaviour of actors. This sociological variant provides for a clear understanding of how preferences and identities are socially constructed through an embedded position in an institutional setting.

However, an important issue remains unresolved for the sociological notion of embeddedness and its network subset. ‘The focus on social norms and taken for granted practices often leads to a neglect on power-distributional elements’—what Hall and Taylor (1996: 954) refer to as sociology having a curiously bloodless perspective on political and social life (see also Thelen 2004: 31–7 for an overview). The search for legitimacy obscures how institutional arrangements of corporate governance reflect the outcome of political, social, and economic struggles in a historically and contextually specific setting.

The legitimating and taken for granted dimensions of institutional arrangements can reduce the richness of the explanatory power of institutions. The embeddedness of institutions implies a corresponding match between structure and norms that, in turn, make it difficult for sociological explanations to accommodate gaps between preferences and institutional frameworks. The importance of path dependent phenomena becomes more difficult to conceptualize for the sociological perspective since legitimately perceived courses of action might become unavailable as the result
of previous choices in a particular direction that, in turn, encourage further development along the same path (Bebchuk and Roe 1999; Mahoney 2000). The concept of path dependence is associated with three central notions: particular courses of action can be extremely difficult to reverse because of switching costs and increasing returns associated with them; timing and sequencing of developments matter as much as their specific content; and a wide range of outcomes are possible across settings even if starting from similar institutional environments (Pierson 2000). The implication is that institutional frameworks can outlive the constellations of interests that initially created them, therefore mediating the translation into actions of legitimately induced preferences from socially-embedded positioning in networks (Thelen 2004). The issue becomes one of identifying the path dependent effects of institutions—in the circumstances in which national systems of corporate governance are experiencing evolutionary or radical institutional change (Deeg 2001). Moreover, the notion of socially-embedded institutions implies institutional plasticity whereby the process of structural change is unproblematic given the primacy of social norms. The lock-in effects of institutions become relatively marginalized.10

By contrast, a second variant of the sociological perspective on the importance of embeddedness precisely emphasizes the centrality of political and social conflicts as the basis for the presence of institutional diversity across national systems of corporate governance (Fligstein 1990; Morgan 2005; Roy 1997; Streeck 1997). This variant builds on the works of sociologists using comparative historical methods in the provision of qualitatively oriented causal inferences about important large-scale outcomes (Mahoney 2004; Ragin 1987; Rueschemeyer et al. 1992; Skocpol 1979). This variant assigns a greater importance to process analysis (Lieberson 1991), sequencing (Abbott 2001; Tilly 1984), historical legacies (Dobbin 1994), and institutional openness to policy innovations (Weir and Skocpol 1985).

The work of Fligstein (1990) on the governance of large American corporations embodies quite well the importance of struggles and contingencies in institutional arrangements of corporate governance. The focus of his analysis deals with the factors that account for the rise and decline of the conglomerate firm. The strategy of large American corporations in the last 120 years or so has witnessed major transformations—from large industrial monopolies to diversified conglomerates to core competencies organizations. For Chandler (1977 and 1990), the dean of business historians, the change in strategy of large firms constitutes a natural progression toward economic efficiency.

Fligstein, in contrast, highlights the ability by which different groups—production managers, marketing executives, finance officers, and institutional investors—have seized upon the opportunities presented by changes in the external environment to advance their position within the firm. For instance, finance managers have seized upon the opportunity presented by the 1950 Celler-Kefauver act—that made it highly difficult for companies to acquire others in related fields—to provide a new strategic

10 See also Liebowitz and Margolis (1995) for a discussion of lock-in institutional effects.
model whereby the activities are managed in the same fashion as a diversified portfolio. The outcome was the growth of large conglomerates involved in unrelated business activities and the central position of the finance office in the development of the diversification strategy. Activist institutional investors, financial analysts, and takeover raiders, in contrast, have used the relaxed attitude of the Reagan administration towards economic concentration on forcing firms to dismantle the conglomerate structure and to focus on core competencies. The newly adopted specialization focus promoted the rise of shareholder value as the central governing tenet of the firm. Governance struggles between groups to impose their preferences—and to benefit from the new strategy—provide a more compelling account for the changes in strategic directions of large American corporations.

The specifics of the American case are also highlighted by the contrasting experiences of European economies that point to sharply different historical processes in the development and consolidation of conglomerates—with different implications regarding its evolution (Whittington and Mayer 2000). For instance, the strategy of diversification of large German conglomerates such as Siemens is not based on a financial logic of portfolio diversification, but reflects the quality differentiation of its products that requires broad skills and technological competences building on the cumulative learning of highly skilled blue-collar employees (see Boersch 2007: 74–101).

The incorporation of conflict and power substantially strengthens the analysis of institutional diversity in corporate governance. The concept of path dependence—where institutions with asymmetric distribution of power remain operational despite changes in the external environment—is better accommodated by this sociological variant. Something as important as the control over the cash flows rights of the firm is certainly worth fighting about. Moreover, this variant of the sociological perspective also uses a broader definition of the concept of institutions than law and economics scholars, focusing on ‘efficient’ solutions to the different agency problems. Institutional frameworks represent compromises between actors—not a search for an optimal solution to a coordination problem—with significant consequences for the distribution of power in the economy.

An issue of contention with this sociological variant, however, is that it neglects the discrete charm (and influence) of networks. Major political cleavages and social upheavals do not always translate into significant institutional transformations. Societal pressures are mediated by networks. The previously mentioned case of executive compensation in American corporate governance illustrates well the...
potential disconnection between power and outcomes. The meteoric rise of pay in executive compensation in the last fifteen years has attracted much attention and generated intense public criticism from many quarters—but legislative intervention has been rather limited (see Bebchuk 2006). What accounts for this discrepancy? The standard law and economics defence of executive compensation stresses the importance of autonomous and independent boards designing executive compensation packages, which are designed to increase shareholder value—with deviant cases of CEOs exercising substantial influence over the process as being examples of ‘rotten apples’. The network-oriented sociological perspective, in contrast, highlights the symbolically oriented actions of CEOs and boards of directors (Zajac and Westphal 1995). The actions of these two groups of actors are driven by a desire to limit ‘outrage’ costs (Bebchuk and Fried 2004). The central preoccupation of CEOs and directors in the designing of executive compensation packages is the extent to which they will be perceived negatively by important outsiders. This desire to limit ‘outrage’ costs, in turn, leads firms to engage in decoupling—i.e. announced reforms not being implemented (Westphal and Zajac 1994; see also Fiss and Zajac 2004). The second variant of the sociological perspective is ill suited to capture phenomena of decoupling.

This review of these variants of the sociological perspective on corporate governance highlights their complementary nature. While they move beyond the purely efficiency driven explanations of most law and economics accounts, their contributions and shortcomings mirror each other. This symmetry suggests a need for greater integration (Dobbin 2004). Holding constant one variant while highlighting how variation of another variant affects outcomes is often a necessary methodological ploy, but such piecemeal analytical focus runs the risks of confusing a necessary condition for a sufficient one. The process of institutional change is shaped by both networks and power considerations—with the ability of actors to present new institutional proposals in a cognitive framing that fits with existing conceptions of legitimacy.12

**Politics and Institutional Diversity in Corporate Governance**

The political perspective on corporate governance comes into two variants. The central feature of the first variant is that differences in ownership structures reflect the extent to which the political climate and orientation of a polity is conducive to the pursuit of market-oriented policies (Roe 2003). The diversity of
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12 For instances of such integrated works, see Davis et al. (1994) and Dobbin and Dowd (2000).
institutional arrangements of corporate governance represents the outcome of political, social, and economic struggles in those countries and cannot be reduced to efficiency considerations alone. Governments have traditionally emphasized distributional considerations that privileged employees over shareholders in European social democracies and Japan from as early as the late 1940s in the post-war period. The outcome is one whereby employees benefit from greater degrees of protection from shareholder value enhancing measures that minority stockholders (and managers) would like to implement such as proceeding to important lay-offs. Social democracies make it harder for corporate executives to pursue unbridled shareholder value strategies with the upshot that minority shareholders shy away.

Thus, the reason why small investors are reluctant to invest in the stock market in social democracies is not primarily driven by issues of managerial opportunism or self-dealing by the controlling shareholder, but by an antecedent factor—namely, the political environment that constrains the range of actions of corporate executives. The pressures and social climate of social democracies induce managers to implement alternative strategies to pure shareholder value that, in turn, raise agency costs since corporate executives (or controlling shareholders) end up with substantial amounts of residual power.

This political variant emphasizes two elements of the relationship between institutions and corporate governance outcomes. First, institutions are secondary to politics. The absence of institutional arrangements that would protect the rights and promote the interests of minority shareholders in advanced capitalist economies cannot be attributed to technological shortcomings or financial issues (Roe 2002). For instance, the understaffing of stock market regulatory agencies in continental Europe and Japan is not a problem of expertise or budgetary constraints, but rather a politically conscious decision not to empower an institution whose goals would be diverging from political norms of legitimate market operations. The political climate in European social democracies and Japan militates against the introduction of specific strategies of shareholder value whose distributional consequences would negatively affect employees and other stakeholders. In developing economies, by contrast, financial and technical issues—as well as politics—militate against such institutional innovations in developing economies. Conversely, the presence of shareholder value enhancing institutions in dispersed ownership economies reflects the prior acceptance of market principles that privileges, or does not discriminate against, the preferences of minority shareholders.

Second, the presence of institutional variation within families of corporate governance is not central to the argument (Roe 2003: 27–46). The politics of corporate governance in Germany resulted in formal institutional arrangements, namely co-determination. In France, political settlements provided for a strong role for the state in the regulation of economic outcomes. In Japan, informal arrangements and social norms protect core employees of large firms against market fluctuations post-1961. Nonetheless, the presence of varieties in institutional arrangements in these three countries should not mask the concentration of corporate ownership that results
from a political environment that deters minority shareholders from investing on the stock market.

The political perspective has substantially contributed to our understanding of major corporate governance outcomes. The institutional differences in the authority structure of firms result in important consequences for the allocation of resources in the economy. It is no wonder, then, that politics should be intimately linked to the study of corporate governance. Despite its theoretical elegance, however, two internal issues—as opposed to theoretical challenges that would seek to undermine the importance of politics itself—remain unanswered.

First, the political model of corporate governance elaborated by Roe is one where the coalition building process between interest groups takes the form of class conflict, namely workers against an alliance of managers and owners. The interests of employees prevail in European social democracies; the capitalist alliance of corporate executives and shareholders carries the day in liberal America and Britain. However, this coalition scenario represents one potential outcome—the other two coalition line-ups being sectoral conflict (managers and workers vs. owners) and property and voice conflict (owners and shareholders vs. managers) (Gourevitch 2003). In particular, the presence of cross-class coalitions in continental Europe was often critical in the development of welfare state policies and arrangements of labour market rigidities that, in turn, made it attractive for firms to develop strategies devoid of shareholder value orientation (Mares 2003; Swenson 2002).

Second, the importance of political, social, and economic struggles in the implementation and removal of institutional arrangements of corporate governance constitutes too broad a category to capture the evolution of national systems of corporate governance. For Roe, the specific content of how settlements of conflict are negotiated and become the basis for the institutional diversity across national systems of corporate governance represents a second-order variable. The presence of institutional diversity of institutions is characterized by an element of functional equivalence. The importance of social democratic values in the first post-war decades translated into co-determination in Germany and into state activism (dirigisme) in France—with the ultimate outcomes being highly concentrated ownership and strategies of shareholder value shunned.

The impact of economic liberalization, trade integration, currency stability, and capital mobility across borders of France and Germany, for instance, however, has been uneven and reflects the specific content of their previous political settlements. In France, the advent of the above liberalizing measures has been associated with a specific pattern by which shareholder value was introduced—namely, through the one-sided unilateral imposition of managerial power over the implementation of flexibility and other strategic measures in the workplace (Goyer and Hancké 2005; Hancké 2002; Howell 2006). An unintended outcome of the ability of French top executives to restructure the firm in a quasi-unilateral fashion is the massive arrival of
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13 Sectors—such as export vs. public sector employees—constitute an increasingly important source of cleavages in continental Europe (see e.g. Pontusson and Swenson 1996).
short-term institutional investors, namely hedge funds and actively managed mutual funds (Goyer 2006 and 2007).

In Germany, in contrast, firm-level institutions impose numerous constraints on the ability of management to develop and implement strategies in a unilateral fashion (Muller-Jentsch 2003). Several legal obstacles stand in the way of a rapid and unilateral reorganization of the shop floor, so that the introduction of strategies of shareholder value has been the result of negotiation between management and employee representatives (Hoepner 2001; Sorge 2005; Vitols 2004). The differences in the introduction of shareholder value strategies in the two countries reflect the specific content by which settlements of conflict were negotiated in the two countries—and institutional arrangements of corporate governance were set up—in the high days of social democracy (see also Crouch 1993). The reliance on the state in France left firm-level unions ill-prepared with the advent of economic liberalization (Howell 1992); the strength of works councils in Germany, in contrast, is contingent on the combination of legal rights and on their contribution by which firms develop their innovative capabilities (O’Sullivan 2000; Thelen 1991; Whitley 2002).

A second variant of the political perspective on corporate governance precisely enlarges the coalitional possibilities (Gourevitch and Shinn 2005). This political variant is built around the interaction of economic preferences and political institutions. On the side of preferences, actors could choose different types of coalitions—class, sectoral, and property and voice coalitions—to pursue their objectives. Gourevitch and Shinn provide a three-actor coalitional model. Shareholders prefer to minimize agency costs arising from managerial shirking that affect the competitive position of the firm—a shared preference with workers; but they also resent government legislation that prevent executives from pursuit shareholder value strategies—a shared preference with managers.

Managers seek to preserve their autonomy against both intervention by shareholders regarding the processes by which they run the firm and against workers’ claims over the control of the firms’ cash flows rights. Workers care about their jobs and would view unfavourably attempts by shareholders to push for shareholder value policies that would threaten their job tenure; but they are also suspicious of situations of managerial entrenchment that would affect the value of their pension fund via its effects on the stock market capitalization of the firm in retirement systems based on capitalization. The preferences of actors are not monolithic—thereby enlarging the coalitional possibilities. Each group of actors can stress different objectives by making different coalitions with one of the other factions.

The process of preference formation is not contingent solely upon the dynamics of negotiation between these three actors. Something is missing from this
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14 For an excellent analysis of the importance of interest groups in the political process of building institutional complementarities in contemporary capitalism, see Amable (2003).

15 Finer-grain differentiations would also highlight the differences between concentrated versus diffused patterns of ownership as well as shareholders with short-term versus long-term holding strategies (see e.g. Goyer 2006).
conceptualization—namely, institutions. The translation of preferences into policy outputs necessitates an analysis of prevailing institutional configurations (Garrett and Lange 1995). Which coalition forms (and triumphs) depends on institutional frameworks since they shape the range of possible outcomes by precluding certain trajectories of change as well as providing incentives for actors to learn to operate within them (Hancké and Goyer 2005). In other words, institutions shape the process of preference aggregation by increasing the odds of winning for specific coalitions (Berger 1981). On the side of political institutions, therefore, Gourevitch and Shinn distinguish between majoritarian/first-pass-the-post systems and consensus/proportional representation systems. In majoritarian systems, the occurrence of small shifts of votes can translate into a substantial impact on public policy. A single party is more likely to be in control of the executive and legislative branches since single member districts are won by a plurality of the votes. In consensus systems, small shifts of vote have little impact on public policy. The electoral system rewards political parties in proportion of the votes they received—usually with a threshold of 5 per cent.

The interaction between political institutions and preference aggregation via coalition making, in turn, encourages the formation of different institutional varieties of capitalisms in the areas of corporate governance, employment relations, skill formation, and inter-firm relations. Firms coordinate their activities in different ways (Berger 2006; Hall and Soskice 2001). The nature of firm coordination is shaped by the institutions found in the four above mentioned spheres—which are themselves the product of politics—i.e. the interaction between political institutions and preference aggregation via coalition making.16

The importance of the different institutions of political systems lies in their impact on the ability of actors to issue credible commitments. Consensus political systems enable actors to make credible commitment to each other since they know that public policy outcomes are unlikely to change dramatically. The ability to issue credible commitments is essential for the sustainability of institutional arrangements in coordinated market economies whereby the coordination of firm activities rests on a high degree of interdependence among various actors (Hall and Soskice 2001). Extensive spillovers in specific innovation niches require the inclusion of stakeholders in the development of the innovative capabilities of firms (Tylecote and Visintin 2008; see also O’Sullivan 2000). The possibility of developing a long-term, interactive relationship with other actors in the firm constitutes a necessary condition for employer and employee investment in the long-term development of firm/sector specific skills (Culpepper 2003; Estevez-Abe, Iversen, and Soskice 2001). Majoritarian political systems, in contrast, encourage the formation of institutional frameworks in liberal market economies that reward actors that can adjust quickly to take advantage of market shifts. The presence of a majoritarian political system

16 In other words, institutional arrangements of corporate governance are shaped by the interaction between political institutions and preference formation via coalition formation and constitute one set of institutional variables that affect firm coordination.
makes it risky for actors to invest in specific skills and, therefore, contributes to the prominence of transferable skills (Hall and Soskice 2001; see also Deakin et al. 2002).

The final element in the Gourevitch-Shinn political variant is that the differences in the varieties of capitalism among advanced capitalist economies, in turn, translate into different ownership structures. The major institutional features of liberal market economies enable firms to take risks and to adjust quickly to shifts in demand through market-based mechanisms of coordination and, as a result, are also congruent with an exclusive focus on the interests of minority shareholders. In coordinated market economies, the institutional features of firm coordination build on the incorporation of the skills of the bulk of employees. The importance of issuing credible commitments to stakeholders implies different types of adjustment to shifts in market conditions compared to those in liberal market economies. The interests of minority shareholders do not occupy a privileged status with the consequence that investments in equity markets do not constitute as attractive a proposition as in liberal market economies.

Therefore, the Gourevitch-Shinn variant predicts the formation of two ‘packages’ of corporate governance: (1) consensus political systems, coordinated market institutions, and concentrated ownership; and (2) majoritarian political systems, liberal market institutions, and dispersed ownership. This approach is based on three analytical stages. The independent variable is the interaction between political institutions and the preferences of actors embedded in specific coalitions. The intervening variable is the types of institutional varieties from which firms coordinate their activities. The dependent variable is the structure of ownership of listed companies.

This second variant of the political perspective significantly contributes to the study of institutional analysis in comparative corporate governance. In addition to stressing the importance of power and conflict in politics, the analysis of Gourevitch-Shinn presents a sophisticated differentiation between and within categories of actors. The upshot of this finer-grained analysis is the enlargement of coalitional possibilities and the undetermined nature of preferences as actors can stress different objectives by making bargains with different partners. Moreover, it extends the range of institutional variables that affect ownership structures and other important features of corporate governance. The importance of the legal arrangements of minority shareholder protections are indeed important, but must be also complemented by the institutional arrangements in other sub-spheres of the economy (see also Milhaupt and Pistor 2008). This political variant highlights the importance of disentangling the effects associated with institutional frameworks. The impact of institutions is mediated by the wider framework in which they are embedded, thereby resulting in a contingent analysis according to nationally and historically specific contexts.

Nonetheless, two issues remain unsolved regarding the explanatory power of the second political variant. First, the direction of causality has been challenged by advocates of the varieties of capitalism perspective. The presence of institutional complementarities can constitute an important—albeit not the only—determinant for processes of institutional creation and change (Hall 2005 and 2007). The
institutional arrangements of the varieties of capitalism type matter in the process of adjustment, as actors often seek institutional and functional equivalents to pre-existing forms of coordination. The implication is that a feedback loop can operate between the intervening variable (varieties of capitalism institutional types) and the independent variable (interaction between preferences and institutional arrangements of political systems) (see e.g. Pierson 1993).

Second, the presence of change in national systems of corporate governance requires expanding beyond the concept of political institutions. The occurrence of change in this second political variant can happen either from the transformation of political institutions or as a result of a shift in the preferences being stressed by actors. Since electoral and political systems—at least in advanced capitalist economies—have been relatively stable, then change is more likely to occur when preferences shift. This observation leads to three potential scenarios. The first one is that political institutions constitute a necessary, but a trivially necessary, condition for the study of diversity in corporate governance. The concept of triviality refers to the degree of importance of a necessary condition to account for the values taken by the dependent variable.17 For the specific case of comparative corporate governance, stable political institutions are present in all cases in the universe of analysis of the dependent variable.

The second scenario is that the origins of electoral systems are endogenous—i.e. determined by the institutional arrangements found in other spheres. For instance, Cusack et al. (2007) highlight how the adoption of an electoral system in advanced capitalist economies has been shaped to a substantial extent by the adversarial nature of the system of industrial relations—proportional representation when consensual regulatory frameworks for the development of co-specific investments already existed; majoritarian in the case of adversarial industrial relations.

The third scenario is that each set of political institutions is not associated with a single outcome—how actors operate in particular institutional frameworks matters for their effect. The case of international trade negotiation in the institutional setting of the American system illustrates this dynamic—the use of fast track being associated with a desire to avoid pork barrel politics inherent in the two-chamber, single-member district system of the US Congress (Haggard 1988).

INTERESTS AND INSTITUTIONS IN COMPARATIVE CORPORATE GOVERNANCE

This section of the chapter deals with the place of economic incentives and rationality in the joint interaction between institutions and interests. Analyses of the role of

17 See Braumoeller and Goertz (2000) for an analysis of the concept of trivially necessary condition.
strategic choice in social sciences are often accompanied by a dichotomy between the relative influence of institutions versus interests on the motivations of actors (see Hall 1997 and Whittington 1988 for overviews). The preference formation process—by which actors decide what they want and what to pursue—must distinguish between the respective or joint influence of institutions and interests on the behaviour of actors. What are the contributions of the three theoretical perspectives regarding the role of interests and institutions in the analysis of corporate governance?

The major difference on this question concerns the role of economic incentives on the motivation of actors. Both the law/economics and political perspectives assign great importance to rationalist considerations, but disagree on which types of institutions are important (see Gourevitch 2007). These two perspectives share a similar assumption on the motivation of actors—namely, that of ‘a strategy of optimizing their utility function for the control of the firm’s cash flow’ (ibid: 30). However, they differ on the source of these incentives. For the law and economics perspective, the primacy issue is whether institutions adequately protect the rights of minority shareholders. The institutional arrangements of corporate governance are designed to resolve agency costs and to insure that minority shareholders get a return on their investment.

From the political perspective, institutions of corporate governance constitute the outcomes of struggles between actors seeking to advance their aims. The institutional arrangements related to the protection of minority shareholders are not sufficient to explain diversity of corporate governance. The presence of legal arrangements protective of minority shareholders sometimes result in ownership dispersion, but not in all countries (Roe 2002). In fact, Gourevitch and Shinn (2005) found a stronger correlation between ownership structures and the institutions of varieties of capitalism18 than between ownership structures and legal protections for minority shareholders (see also Culpepper 2005).

The agreement between the law/economics and political perspectives on the importance of rationality and economic incentives—but with different viewpoints on which incentives are important—stand in contrast to the different strands in economic sociology. The prominence of economic incentives is significantly reduced. The comparison between two finer-grained differentiation of actors illustrated quite well this difference. For Gourevitch and Shinn (2005), the elaboration of a model of corporate governance of three actors with non-monolithic preferences serves to highlight the role of strategic interaction in the process of coalition formation. For Aguilera and Jackson (2003), in contrast, the presentation of the non-monolithic preferences of managers, shareholders, and workers is designed to illustrate how interests are socially constructed and result in variation in the identities of groups across national settings. The issue is not one of actors behaving
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18 Of which legal arrangements to protect the rights of minority shareholders only constitute one institutional subset.
irrationally, but having socially constructed sets of incentives that are embedded in a specific social context.

The distinct positioning of these perspectives on the question of the relative influence of interests and institutions implies important methodological considerations. The strategy for institutionally oriented researchers is to hold preferences constant which, in turn, reveals how changing institutions produce different outcomes across contexts. Similarly, interest-driven scholars hold institutions constant in order to show how changing interests lead to different results. This methodological trick gives rise to different problems for the political and sociological perspectives. For the political perspective, the concern with this strategy is that institutions might become the objects of struggle if they are so important (Gourevitch 1999). Existing institutions give more power to some actors over others. Actors understanding the asymmetry distribution of benefits flowing from institutional frameworks will seek to change them. In other words, institutional analysis suffers from an endogeneity problem. Moreover, what happens when nothing is constant—i.e. when both institutions and interests are evolving?

For the sociological perspective, in contrast, the challenge is to specify how interests result from a process of preference formation that is distinct from that of the strategic setting—i.e. the way actors go about obtaining their predefined goals (Frieden 1999). The sociological perspective emphasizes two attributes: how social contexts shape the identities of actors, and then how actors implement a strategy to achieve their preferred goals. However, preferences must be kept constant for at least two interactive analytical rounds if we are to distinguish between the interests of actors and the strategy designed to pursue these interests.

CONCLUSION

The comparative institutional analysis of corporate governance presented in this chapter made it clear that it would be a futile exercise to try to reconcile different perspectives around a single institutional viewpoint. Nonetheless, this chapter has highlighted the different mechanisms that help to understand variations across and changes within national systems of corporate governance. The three theoretical perspectives embody specific assumptions on the origins of institutions, processes by which institutional stasis prevails, and mechanism of change.

Methodological contributions could provide significant insights for the study of comparative corporate governance. The assessment of the impact of institutions on major issues requires the operationalization and specification of the nature of illusory differences (see Ragin 1987: 44–9). First, the illusion of change characterizes situations whereby processes of institutional change do not entail a modification in the behaviour of actors (Culpepper 2005; Goyer 2010; Hall 2007). The task consists in
distinguishing between radical and incremental institutional change. Second, the illusion of similarity refers to the occurrence of functional conversion—namely, the change in the practices of an institution without a corresponding transformation in its formal structure (Gilson 2001; Thelen 2003 and 2004). The issue becomes one of identifying when an existing institution is serving new functions (see e.g. Deeg 2001).
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A major feature of post-Second World War capitalism has been the successful establishment of different systems of economic organization in the industrialized market economies. The prevalent ways in which economic activities are coordinated and governed in, for example, France, Germany, and Japan, continue to differ greatly from those dominant in the USA and UK, as well as varying considerably between themselves (Amable 2003; Hollingsworth 1991; Lincoln and Gerlach 2004; Schmidt 2002). It also seems likely that whatever forms of market economy eventually become established in China, they will both differ significantly from those institutionalized elsewhere and also vary in significant respects between different localities within the country (King and Szelenyi 2005; Krug and Hendrischke 2007; Wank 1999).

Despite the claims of some globalization enthusiasts, these differences are no more likely to converge to a single type of market economy in the twenty-first century than similarly varied forms of capitalism did in the internationalized world economy of the late nineteenth century (Hirst and Thompson 1996; Kenworthy 1997; 2005; Koechlin 1995; Wade 1996). In particular, the idea that the prevalent American variety
of capitalism will come to dominate the world economy by virtue of its superior efficiency, which was widely held in the heyday of Fordism, is as flawed as the notion that Japanese capitalism would sweep all before it, as was popularly thought in the 1980s (Boyer and Durand 1997; Djelic 1998; Vogel 1988).

These continued differences in systems of economic organization are reflected in significant variations in the nature of leading firms in differently organized market economies. The powers, duties, and socio-economic functions of private companies continue to vary considerably between national jurisdictions and over time, as many scholars have shown (see, e.g. Milhaupt 2003; Roy 1997). In particular, the extent to which corporate entities combine legal personality, unified authority, limited liability, investor ownership, and easy transfer of private property rights—which Kraakman (2001) has suggested were key features of the late twentieth-century US corporation—is highly variable between differently organized market economies and subject to change as circumstances alter.

This is especially the case for the strategic role of the legally constituted firm, which is by no means always the key unit of private economic decision-making in market economies (see, e.g. Bauer and Cohen 1981; Hamilton and Kao 1990; Redding 1990; Westney 2001). These variations in the nature and role of firms reflect the contested nature of the dominant corporate form, as well as major differences in the key institutions governing economic activities in different nation-states (Dobbin 1994; Gourewitch and Shinn 2005; Goyer in this Handbook; Roy 1997). As a result, the nature, behaviour and role of firms in socio-economic development differ considerably between market economies, and cannot be assumed to converge on a single most efficient type of company.

The recognition that firms vary in their economic role, governance, and growth strategies across institutional environments implies: a) that the functions of legally established firms differ between market economies and can change over time, b) that their governing interests and dominant logics of action cannot be assumed to be reduced to a single slogan, such as maximizing shareholder value, which means the same in all societies, and c) that how leading firms compete effectively varies according to institutional regimes. These points emphasize the contingent nature of firms as economic actors and the need for comparative institutional analysis of their governance, structure, and capabilities in different societies. Such an analysis raises the question of how firms should be conceptualized and understood as collective economic actors.

Firms are commonly understood to be critical economic actors in capitalist societies because they combine financial accountability and control through ownership rights with authority over the direction and use of human and material resources that enables them to develop distinctive knowledge and capabilities (e.g. Kogut and Zander 1992; Teece et al. 2000). They constitute the key collective entities through which private property rights owners and their delegated agents and managers coordinate economic activities to create and appropriate value. It is this combination of authoritative integration and direction of resources through collective routines and procedures, which can be both formal and informal, with private ownership and strategic choices that makes firms crucial actors in market economies (Penrose 1959; Richardson 1998). Together with other organizations and associations
such as labour unions, inter-firm networks, state and quasi-state agencies, and socio-political coalitions, their decisions and activities collectively affect market outcomes and economic development (Whitley 2007).

This view of firms as privately owned authoritative coordinators and directors of human and material resources suggests a number of dimensions for analysing how they vary between institutional environments. These can be combined into two major sets of characteristics that can be used to distinguish between the kinds of leading firms that become established and dominant in differently organized market economies. First, those dealing with issues of ownership, control, and direction, commonly referred to as governance concerns. These distinguish between the varied kinds of groups and interests that dominate firm decision-making and set strategic priorities. The second set of characteristics deal with the processes involved in coordinating and managing resources to create and maintain distinctive organizational capabilities that provide each firm with competitive advantages.

The comparative institutional analysis of firms studies how these characteristics vary between dominant companies in market economies that are governed by different kinds of institutional arrangements. These include the institutions concerned with: a) authority and trust relations, b) the organization and policies of the state and related political structures, including the legal framework within which firms are constituted and regulated, c) access to capital, and d) the development and use of skilled labour.

In the next section of this chapter, I shall describe these characteristics of leading firms in more detail, and then suggest how they could be used to identify five distinct ideal types of firms that have been prominent in a number of major industrialized economies since the Second World War. Subsequently, I shall describe the major features of dominant institutions that influence how firm governance and capabilities can be expected to vary between differently organized economies, and then suggest how they do so. In the final section I shall consider how the increasing managerial coordination of economic activities in different countries and institutional contexts through multinational companies are affecting these connections and can lead to the creation of novel kinds of transnational firms.

**Key Characteristics of Firms in Market Economies**

---

**Firm governance**

It is common in the Anglophone literature on corporate governance to focus on the relationship between shareholders and top managers, and the way that the growth of managerial autonomy resulting from increasingly dispersed shareownership in the
largest companies has led to a disjunction between owners’ interests and those of salaried managers (Berle and Means 1932; Blair 1995; Marris 1964). As shareholdings in some of the leading firms in the stock market dominated economies of the UK, USA, and similar societies have become more fragmented in terms of the proportion owned by individuals and families over the twentieth century, the connections between ownership and control of private firms have frayed to the point of invisibility and the strategic direction of these companies is more and more in the hands of its senior salaried employees.

This view was very much the product of the US corporate economy in the mid-twentieth century, where senior managerial autonomy and tenure were greater than they subsequently became, and hostile takeovers more difficult to accomplish (Lazonick and O’Sullivan 1996; O’Sullivan 2000), and is not fully supported by recent studies (Becht and DeLong 2007; Gadhoum et al. 2005). However, the conflict between the priorities of outside investors and managers dominates most analyses of corporate governance in economies with these kinds of financial systems (Gugler et al. 2004; Goyer in this volume).

This concentration on agency problems between investors as principals and managers as agents tends to ignore the broader context of corporate governance, especially the role of political conflicts and interests in structuring the legal and financial framework governing corporate forms and preferred growth strategies (Dobbin 1994; Fligstein and Choo 2005; Roe 2003; Roy 1997). It also neglects ‘the governance of the process through which resources are developed as well as utilised in the economy’ (O’Sullivan 2000: 58) and fails to consider the numerous industrialized economies in which control of large private firms is substantially concentrated in the hands of a small number of owners, banks, and other groups, such as many in Europe and Asia (Barca and Becht 2001; Gadhoum et al. 2005; Gugler et al. 2004; Morck 2007). In such economies, a key governance issue concerns the rights of minority shareholders in the face of controlling owners’ manipulations rather than managerial autonomy from owners’ interests.

More generally, the governance of private firms in market economies involves a much wider range of interests and issues than shareholder control, including ‘the whole set of legal, cultural and institutional arrangements that determine what publicly traded corporations can do, who controls them, how that control is exercised, and how the risks and returns from the activities they undertake are allocated’ (Blair 1995: 3). In particular, the comparative study of the governance of firms needs to consider how dominant interest groups and institutions influence the construction, direction, and development of major companies in different jurisdictions in such ways that their behaviour and economic consequences vary (Gourevitch and Shinn 2005). While this clearly involves issues of ownership and control, it also includes the impact of various kinds of employees, suppliers, customers, competitors, and other business associates on firm management and behaviour.

The relative influence of these groups, and how it is exercised in the pursuit of different purposes, varies between differently organized market economies, as well as changing over time, in ways that affect how leading firms develop distinctive
competitive competences, as is exemplified by the twentieth-century histories of German and Japanese companies (see, e.g. Aoki and Dore 1994; Morck and Nakamura 2007; Odagiri 1994; Streeck and Yamamura 2001; Sorge 2005). A useful way of comparing patterns of firm governance, then, is to contrast the relative impact that different interest groups and institutionalized structures such as capital markets are able to exert on the strategic priorities and decisions of dominant firms in different kinds of society.

Beginning with the degree and type of ownership influence on strategic managers, at least four separate situations can be distinguished in terms of the relative directness of owner involvement in firm direction and management, and strategic managers’ autonomy in determining priorities and growth strategies. First there is the archetypal owner-controlled firm in which majority owners directly control the day-to-day operations of the business and those that work for it. In this situation of direct owner control, salaried managers are clearly highly constrained by owners and their interests dominate.

Second, ownership—or at least control over major blocks of shareholders’ votes—may be more remote from everyday managerial decision-making, yet still concentrated enough to influence greatly overall strategic priorities and the selection of top managers. Such concentrations of shareownership blocks are usually large enough to lock dominant investors into the fate of individual companies, so that they cannot exit easily and are necessarily ‘committed’ owners. Where banks and other financial organizations control large blocks of shares, as in much of post-war Germany, they too can function as committed owners in this sense, although their preferences may be more oriented to growth goals than some family owners. Managers are here often able to exert considerable autonomy in day-to-day decision-making but can become quite constrained when major strategic issues arise, such as those involving mergers and acquisitions and major restructuring of corporate units.

Third, market based forms of owner control refer to a situation of fragmented beneficial shareholdings where each individual investor controls a diversified portfolio of shares in different companies and focuses more on the overall performance of such portfolios than on the fate of any single firm. In principle, this dispersion of shareownership should grant managers considerable freedom of action, as discussed in the managerial revolution literature. However, where short-term control over the management of shares has become concentrated in the hands of a few fund managers and their advisers who are regularly evaluated in terms of their short-term financial performance, and capital markets are relatively deregulated and large and liquid enough to support strong markets for corporate control, capital market constraints on managerial actions can be considerable. It is therefore useful to distinguish between strong and weak varieties of capital market constraint on managerial strategies.

Turning next to consider the relative influence of other groups on firm direction and strategic choices, two major ones can be distinguished: employees and business associates. In this context, the constraining effects of employee interests go beyond the legal requirements of consultation and co-decision-making that have become
established in some European countries, to include the more general influence that results from strong labour unions and institutionalized patterns of cooperation with employees (Jackson et al. 2005). Such cooperation is especially important when firms depend on highly knowledgeable and skilled staff to improve their products and services continuously, to anticipate customer needs, and invest in the development of new competences. The more dominant institutions in a society encourage this dependence, the more employee interests—or at least those of the key staff—constrain what strategic managers can do and how they do it.

The third set of constraints on managerial autonomy in setting strategic priorities and directing activities arise from membership of different kinds of business associations and other organizations. Companies are often encouraged to join powerful trade associations and employers’ groups that restrict their ability to pursue independent strategies, especially in the more corporatist societies of continental Europe and Japan (Crouch 1999; Sorge 2005; Streeck and Schmitter 1985). In the past, some of these have organized cartels that have been supported by the legal system (Herrigel 1996) and many continue to play a substantial role in standardizing contracts and organizing inter-firm relationships (Casper 2001). As Hall and Soskice (2001) emphasize in their dichotomization of liberal and coordinated market economies, such strong business and employers’ associations are important features of the latter type that restrict firms’ short-term opportunism.

In broad terms, these two sets of constraints on top managers’ freedom of action can be expected to encourage corporate growth at the expense of short-term profitability goals. Both employees, including most managerial ones, and business partners benefit from expansion of the existing business, and are more likely to support and be actively committed to incremental innovation that builds on existing competences than to radical discontinuous change that threatens existing skills. Competence enhancing diversification will be preferred to competence destructive strategic shifts when such constraints are strong.

A fourth set of influences on firm behaviour stem from state support of favoured industries and companies, as well as the pursuit of specific public policy goals in sectors such as defence and health through what Ergas (1987, see also Doremus et al. 1998) termed mission-oriented technology policies. However, these are more conveniently regarded as instances of political and public bureaucratic steering and encouragement of particular strategies in specific national and/or regional jurisdictions rather than as integral parts of firm governance, although clearly the role of the state more generally is a key factor in determining the constitution and behaviour of leading companies in a political economy. Since the structure, policies, and practices of different states incorporate the legal definition of property rights and their enforcement, the rules governing market boundaries and behaviour, and distribu-
tional regulation, are better considered as part of the business environment that strongly affects firm development and actions.

While these three aspects of firm governance can be combined in many different ways that are affected by broader features of the business environment, some combinations seem more likely than others. In particular, extensive employee and
business partner constraint seems more likely to occur with committed ownership than where there is a strong market for corporate control and fragmented share-ownership because hostile takeovers and associated pressures for short-term financial returns in the latter situation will limit the influence of employees and business partners and their willingness to invest in developing firm-specific competences.

**Developing organizational capabilities**

In considering how firms develop different kinds of competitive capabilities in different market economies, a major variable concerns owners’ and managers’ use of authority to integrate and direct economic activities. As many discussions have emphasized, the authoritative direction and integration of economic activities is a key feature of firms. Hamilton and Feenstra (1997: 56), for instance, claim that firms, and economic organizations in general, are ‘above all authoritative organisations that structure relationships according to established rules of conduct’ in which participants recognize that they are bound to the authoritative norms of the organization, and there are coercive means to enforce collective rules.

The ability to direct employees to undertake specific tasks through delegated authority from private property rights holders is central to the organizational development of distinctive collective competences, not least because the flexibility that employment agreements provide enables managers to organize economic activities in different ways for varied purposes, and to change these to suit altered circumstances (Richardson, 1998; Rubery in this Handbook). This flexibility facilitates the management of increasingly complex and uncertain activities, particularly innovation. As Lazonick (1991; Lazonick and West 1998) and others have suggested, the planned coordination of a specialized division of labour has enabled firms to build distinctive organizational capabilities for developing process and product innovations on a continuing basis.

The systematic organization and control of activities through employment agreements encourages the production of common knowledge and skills that are specific to each company. By working together in organized ways, employees develop distinctive routines, understandings, and collective abilities that enable the firm as an organization to generate novel kinds of capabilities that provide distinctive competitive competences (Metcalfe and James 2000). It is perhaps worth pointing out that such authoritative direction need not always be imposed by a managerial hierarchy, but can be achieved through delegated powers from workers as in some professional service firms and employee owned companies.

However, the extent to which such authoritative integration and direction does in fact generate distinctive collective knowledge and competences varies greatly between firms and institutional contexts. In particular, they differ in how much employees and others involved in the firm’s affairs, such as suppliers and customers, contribute to problem-solving and improving performance, as many comparisons of German, Japanese, and US companies have indicated (Aoki 2001; Casper 2000; Cole and
Whittaker 2006; Soskice 1999). Such contributions depend both on managers seeking them and on employees being committed to developing firms’ distinctive capabilities, sometimes at the expense of improving their own individual skills. Two important ways in which owners and managers can elicit high levels of employee involvement in joint problem solving activities, and commitment to the improvement of firms’ collective capacity to deal with complex issues, are to share substantial amounts of authority with them and to provide long-term organizational careers.

Authority sharing here involves property rights holders and their agents delegating considerable discretion over task performance—and sometimes task organization—to skilled employees, and encouraging them to contribute to product and process improvements. It varies in the degree of such delegation, i.e. the amount of discretion exercised by subordinates, and its scope, that is, the range of activities and decisions over which discretion is exercised. While these aspects are often positively correlated, it is clearly possible for managers to delegate high levels of discretion over specific, narrowly defined, tasks without extending it to more general features of the work.

Where the scope of authority sharing is low, the span of discretion is quite restricted to limited aspects of how tasks should be performed, while greater levels of authority sharing mean that employees are often involved in the selection, organization, and allocation of tasks as well as having considerable discretion over how they are conducted. In such cases, they may also be expected to contribute to departmental and wider problem-solving, often being assessed in terms of their contribution to overall firm performance.

Such intra-organizational delegation of discretion to employees is sometimes complemented by external authority sharing with suppliers, customers, and competitors in varied inter-firm networks, especially when there are strong institutional constraints on short-term opportunism. In both instances, firms are thereby enabled, in principle, to learn from the knowledge and experiences of their employees and business partners. On the whole, then, the greater the degree and scope of such authority sharing, the more firms should be able to integrate different kinds of activities and types of knowledge in dealing with complex problems, and to develop new routines and knowledge.

Long-term commitment to a firm’s success through contributing to its specific knowledge and capabilities is additionally encouraged by offering organizational careers for those who demonstrably make such contributions on a continuing basis. By tying personal futures to the growth of the employing organization, and making credible commitments to maintain employment across the business cycle, such careers intensify employee commitment to the improvement of collective competences, even if that limits their visibility on external labour markets. Where, on the other hand, employment is seen as being vulnerable to market and technological shifts, as well as to changes in ownership, skilled workers will be more concerned to improve their position on external labour markets by enhancing their own personal knowledge, reputation, and skills than on sharing knowledge and opportunities with short-term colleagues.
Authority sharing and organizational careers are interrelated in the sense that providing the latter for some employees involves a considerable amount of the former. It seems most unlikely that owners would offer relatively long-term commitments for managers and skilled workers if they were not prepared to delegate substantial levels of task autonomy to them. While, then, firms that do not provide long-term careers for employees can vary in the degree of authority sharing they implement, between for instance owner controlled firms in many developing economies and project based firms in Silicon Valley (Bahrami and Evans 1995; Whitley 2007), those that do offer organizational careers for at least some groups of staff are also likely to delegate considerable task autonomy to them.

Considering next the different kinds of collective capabilities that firms develop through the authoritative coordination and direction of resources and activities, useful distinctions can be drawn between three major kinds: coordinating, learning, and reconfigurational (Teece et al. 2000; Dosi et al. 2000). Coordinating capabilities refer to the ability of companies to integrate different activities and knowledge through organizational procedures and thereby realize economies of scale and scope. While all firms integrate economic activities through unified authority structures to some extent, their capacity to achieve such economies varies considerably as Chandler (1990) among others has emphasized. In particular, the ability to coordinate new developments across departments and divisions can differ greatly between companies.

Such capabilities are often developed by strong managerial hierarchies that systematically control and direct a range of activities through formal rules and personal supervision. However, effective integration should be greater when key employees are both knowledgeable about the work and competences of colleagues in different departments and divisions and are committed to working with them to achieve overall organizational objectives. Accordingly, long-term organizational membership and experience of working in different parts of the firm seem likely to improve such integrating capabilities, especially when these are characteristic of a wide range of employees as in many large post-war Japanese companies (Aoki 1988; Koike 1987).

Organizational learning refers to the ability of a firm to develop new knowledge of its processes, products, and markets, and incorporate that knowledge into its practices and strategies. It involves the codification, diffusion, and application of new understandings developed by individuals and groups throughout the organization, so that routines and procedures are continuously being updated in a process of cumulative improvement (Nonaka and Takeuchi 1995). The critical feature of this capability is its organizational nature by which firms continuously develop new knowledge collectively and adapt to changing circumstances by incremental, competence enhancing innovations.

This again depends on encouraging employees and others associated with the operations of the firm to develop and share their knowledge with colleagues, and the development of systematic routines to ensure that valuable knowledge is incorporated into new processes, products, and services. On the whole, the more owners and managers share their authority with a wide range of skilled workers and
reward their contributions to improving firm performance, the more effective such organizational learning is likely to be. Thus, where long-term membership of the firm is largely restricted to managerial employees, as in the dominant US corporation described by Chandler (1977; 1990) and others (O’Sullivan 2000), such organizational learning is likely to be less widespread and effective than in their Japanese equivalents that extended such commitments to many male manual workers (Fujimoto 2000).

Reconfigurational capabilities also involve innovation, but in a more radical, rapid, and discontinuous way, such that core competences and skills become transformed, as when pharmaceutical companies developed new drug discovery methods that incorporated the knowledge and skills of biologists (Casper and Matraves 2003; Gambardella 1995), IBM turned itself into an IT services firm, and Corning Glass became a fibre optics company. Of course, in the extreme case of such changes, the whole firm becomes so transformed that it may be doubted whether it is still the ‘same’ company, but most reconfigurations involve the restructuring of resources and redirection of activities into new technologies and markets, often with new skills and knowledge bases, rather than the wholesale destruction of existing organizational competences and administrative routines.

The ability to undertake such reshaping of a firm’s activities and resources implies a capacity to recognize significant changes in its environment and alter what it does and how it does it accordingly, even if this means dropping significant lines of business and entering quite new ones that are known to be risky. The main contrast with organizational learning capabilities concerns the more rapid and radically discontinuous nature of reconfigurational ones, which are typically more competence destructive than enhancing.

**Ideal Types of Firms**

While these characteristics of firm governance and organizational capabilities can be combined in a number of different ways, some patterns seem more likely to be empirically common and stable than others. For example, employers’ commitment to long-term organizational careers is unlikely to be highly credible when firms are liable to be taken over and restricted, or when authority is concentrated in the hands of the owner-manager and his or her immediate family. Equally, family controlled firms are unlikely to develop strong coordinating capabilities unless they delegate some authority to salaried managers and are able to make credible commitments to providing organizational careers for them. In considering the distinctive kinds of organizational capabilities developed by firms that have dominated many industrialized economies since the end of the Second World War, we can distinguish at least five ideal types that combine different patterns of governance and authority sharing to generate contrasting capabilities. These are summarized in Table 16.1 and will now be discussed.
Opportunistic firms represent the classic entrepreneurial enterprise built around the knowledge and skills of its owner-manager with few commitments to employees or business partners. Such firms tend to be highly responsive to short-term business opportunities, often changing their processes, products, and customers rapidly as circumstances alter. The archetypal Chinese family business in Hong Kong and other parts of Pacific-Asia exemplify this kind of company, whose key resource is the capacity of the owner to seize opportunities as they arise, maximizing flexibility and minimizing commitments to particular personnel, suppliers, or capital machinery (Enright et al. 1997; Redding 1990).

Integrating routines and systematic procedures coordinating different activities are rarely highly institutionalized in such firms, and so their capacity for realizing

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Opportunistic</th>
<th>Specialized network</th>
<th>Isolated hierarchy</th>
<th>Centralized hierarchy</th>
<th>Collaborative hierarchy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owner control type</td>
<td>Direct</td>
<td>Direct/ Market</td>
<td>Market</td>
<td>Direct</td>
<td>Committed</td>
</tr>
<tr>
<td>Employee constraint</td>
<td>Low</td>
<td>Considerable</td>
<td>Limited to managers</td>
<td>Limited to top managers</td>
<td>Considerable</td>
</tr>
<tr>
<td>Business partner constraint</td>
<td>Low</td>
<td>Some in industrial districts</td>
<td>Limited</td>
<td>Limited</td>
<td>Considerable</td>
</tr>
<tr>
<td>Degree of authority sharing</td>
<td>Low</td>
<td>Considerable</td>
<td>Limited to managers</td>
<td>Limited</td>
<td>Considerable</td>
</tr>
<tr>
<td>Scope of authority sharing</td>
<td>Low</td>
<td>Considerable</td>
<td>Limited to managers</td>
<td>Limited</td>
<td>Considerable</td>
</tr>
<tr>
<td>Longevity and scope of organizational careers</td>
<td>Low</td>
<td>Low</td>
<td>Some for managers</td>
<td>Limited</td>
<td>Considerable</td>
</tr>
<tr>
<td>Strength of coordinating capabilities</td>
<td>Restricted to personal control</td>
<td>Restricted to specialized firms and limited in scope</td>
<td>Considerable</td>
<td>Considerable</td>
<td>High</td>
</tr>
<tr>
<td>Strength of organizational learning capabilities</td>
<td>Limited</td>
<td>Limited to teams</td>
<td>Limited to managers</td>
<td>Limited to top managers</td>
<td>Considerable</td>
</tr>
<tr>
<td>Strength of reconfigurational capabilities</td>
<td>High for entrepreneurs</td>
<td>Limited in industrial districts, high in professional networks</td>
<td>Considerable</td>
<td>Considerable</td>
<td>Limited</td>
</tr>
</tbody>
</table>
economies of scale and scope in the Chandlerian manner is limited. Similarly, organizational learning through continual incremental improvement of such routines and patterns of behaviour will be restricted where it threatens entrepreneurial initiatives. Reconfigurational capabilities, on the other hand, could be considerable in the sense of being able to rapidly change products, markets, and technologies—albeit not those involving complex and expensive capital resources. However, given the limited organizational specificity of such firms’ capabilities—as distinct from those of the owner-manager—such abilities are more individual than collective.

Specialized network firms also have limited managerial coordinating capabilities and are often run by their owners, but depend much more on the knowledge and skills of their employees, sharing considerable authority with them. They are additionally more likely to engage in common activities with business partners in collaborative networks and cooperate with a wide range of external agencies. Coordinating capabilities are here restricted by most firms’ relatively small size and specialized focus. However, learning within the enterprise should be greater as staff are encouraged to work together for common purposes, often with high-powered incentives such as stock options. Such learning may well involve external partners and knowledge producers as well, when labour markets are fluid and access to specialized skills relatively easy.

Reconfigurational capabilities will also be facilitated by active external labour markets and low levels of commitment to staff when market and technical uncertainty are high. However, in more established and stable labour markets, where knowledge and skill development changes at a slower rate, they will be more restricted, as in many industrial districts that specialize in particular industries.

Larger firms with more systematic and formal procedures for coordinating different activities and an administrative structure for planning them can be distinguished in terms of their prevalent pattern of ownership and control, on the one hand, and their willingness to share authority and gain employee commitment on the other. The combination of market owner-control and limited employer–employee commitment is exemplified by the dominant US corporation for much of the twentieth century, according to Chandler (1990) and others (e.g. O’Sullivan 2000). Many of these companies had a fragmented shareholder base and developed a large managerial infrastructure for coordinating different activities through formal routines that generated considerable economies of scale and scope under particular conditions (Langlois 2003).

While remote owners delegated considerable authority to salaried managers, these latter usually did not expect the bulk of the other employees to contribute to problem solving or the improvement of organizational capabilities. Organizational careers similarly tended to be restricted to the managerial ranks. This type of firm can be characterized as an isolated hierarchy since most authority was vested in the managerial hierarchy and they operated as integrated administrative structures amidst predominantly arm’s length market relationships.

However, the extent of strategic managerial autonomy from capital market and other pressures varies in such firms. As O’Sullivan (2000) has emphasized, changes in the structure of household finances, the rise of institutional shareholdings, and
macro-economic shifts in the 1970s encouraged both a concentration of fund management in the USA and some other stock market dominated financial systems, and demands for greater returns on equity shareholdings (see also Blair 1995; Lazonick and O’Sullivan 1996). In the last quarter of the twentieth century, these pressures intensified the market for corporate control in such economies and restricted the ability of top managers to implement long-term development plans. They also reduced the longevity of organizational careers for many managers and the overall level of employer–employee commitment in such companies.

The investment in managerial integration of activities characteristic of these types of firms means that they should have considerable coordinating capabilities, although the limited scope of authority sharing and careers can be expected to restrict the willingness of most staff to invest in the improvement of cross-functional and cross-divisional linkages at the expense of enhancing their own specialist skills. Similarly, while managers may be keen to improve performance through incremental innovation and learning, other employees of isolated hierarchies have fewer incentives to do so and the high level of job insecurity can be expected to inhibit their enthusiasm for changing technologies and work routines. In terms of commitment to, and identification with, the company, then, medium- to long-term membership tends to be limited to the managerial hierarchy in such firms, as are firm-specific knowledge and competences.

On the other hand, the relative weakness of authority sharing and employer–employee commitment should enable senior managers to carry out quite radical transformations of their activities and resources and so enhance their reconfigurational capabilities. Such unilateral decision-making also, of course, allows the managerial elite to ignore conflicting information and signals from the changing environment, as seems to have happened in the cases of Rubbermaid and Quaker Oats in the 1990s (Helfat et al. 2007).

More committed forms of ownership and control include those where shareholdings—or more often perhaps control over votes—are concentrated in the hands of an individual, family, or trust, and/or where firms are effectively constrained by banks, insurance companies, and similar providers of ‘patient’ capital in relatively illiquid capital markets. While these controllers may well have varied strategic priorities and preferences regarding authority sharing, they are all locked-in to the fate of individual companies, at least in the short term, and cannot easily trade their property rights. This means that they can make credible commitments to organizational careers for some employees over the medium term and build strong firm-specific capabilities through high levels of employer–employee interdependence.

Variations in the degree and scope of employer–employee commitment enable us to distinguish between two types of such firms: centralized hierarchies and collaborative hierarchies. In the first, authority is concentrated in the hands of the dominant share or vote controller and his or her closest colleagues who are often family members, with little delegation to other employees, or to external business partners. Rather authoritarian management styles are here often combined with paternalistic commitments to long-term employment for many white-collar workers that are
made more credible by high levels of state support, particularly through subsidized credit for rapid expansion. Many of the South Korean chaebol have exemplified this kind of firm in the post-war period (see, e.g. Amsden 1989; Bae 1987; Kim 1992; Janelli 1993).

In the second kind of committed owner-controlled firm, authority and career commitments are much more widely shared, both with a wide range of employees and with external business partners and agencies. As a result, commitment to the continuous improvement of firm-specific knowledge and capabilities is much more likely to be widespread, as in many large Japanese firms in the post-war period (see, e.g. Aoki 1988; Fruin 1992; Fujimoto 2000).

Centralized hierarchies should be able to develop considerable coordinating abilities through the central direction of activities and people by the top management, often aided by a powerful planning and control office that integrates operations and new developments across divisions through highly formalized procedures and intensive personnel management (Amsden 1989). However, this degree of central control means that most organizational learning will be accomplished by the managerial elite of such firms. Little initiative and contribution to organizational problem-solving is expected of other employees, and it is rarely rewarded when it does occur.

Reconfigurational abilities, on the other hand, should be considerable, with few constraints on top managements’ powers to restructure firms’ resources and operations, as is illustrated by the chaebols’ rapid movement into new industries at the behest of the state during Korea’s post-war industrialization (Amsden 1989; Fields 1995; Kim 1997; Woo 1991). However, as in the case of isolated hierarchies, such unilateral decision-making also enables large-scale mistakes to be made, as became more evident in Korea in the 1990s when state constraints were loosened and the level of support reduced. In general, it is arguable that the combination of highly personalized and centralized authority with an extensive highly educated white-collar labour force characteristic of many centralized hierarchies is unsustainable in the long term, especially without domestic market protection and other forms of state support.

Collaborative hierarchies, in contrast, are more constrained by employee groups and external business partners, including business associations. This encourages strong growth goals and employee investment in ensuring effective coordination of the firm’s operations and new developments. Because many staff have long-term commitments to the firm’s expansion, they should be more willing to develop firm-specific knowledge and skills by, for instance, accepting inter-functional and cross-divisional transfers than would those in less collaborative companies. As a result, the integrative capabilities of these kinds of firms can be expected to be considerable. The widespread practice of moving general employees between departments and divisions in many large Japanese companies at the behest of the central personnel department, which typically assumes responsibility for managing their careers for the long-term health of the firm, exemplifies such commitment (Graham 2003; Jacoby 2005). For similar reasons, the organizational learning capabilities of this kind of firm
should be considerable as staff have every incentive to contribute to the growth of the company (Aoki 1988; Clark 1979; Dore 1986).

However, radical reconfigurational capabilities are likely to be constrained by these commitments, especially when they threaten to become competence destructive. Growth strategies will be based more on developing current knowledge and skills than on acquiring quite different ones. This is not to say that over time such firms cannot transform themselves by moving into new technologies and markets, as did many Japanese cotton manufacturers in the early twentieth century, but this will be achieved more through related diversification into, for instance, artificial fibres, than by major disposals and acquisitions of quite different resources (Nishida and Redding 1992). The relatively slow adoption of biology-based methods of drug discovery by many Japanese pharmaceutical companies compared to their major UK and US competitors can in part be attributed to the greater level of employer–employee commitment in the former firms, as well as to differences in national scientific and regulatory systems (Kneller 1999; 2003; 2007; Thomas 2001).

**The Institutional Structuring of Firm Characteristics**

**Key institutional features**

These kinds of differences in the governance characteristics and development of organizational capabilities of leading firms in differently organized market economies reflect variations in their dominant institutions. In this section, I summarize the key features of these institutions that affect the kinds of firms that become dominant and how they can be expected to do so. While their strength depends, *inter alia*, on the continued support and cohesion of major socio-political coalitions (Amable 2003), including the owners and managers of key industries, and so can change over time, most features of the institutional environment of firms in the established industrial capitalist societies are relatively stable and cannot easily be altered by any single interest group or firm in the short to medium term.

This is especially so for the more general institutions such as the overall predictability and reliability of the legal system and its protection of various kinds of private property rights, norms governing authority relationships, and the nature of the financial and labour systems (Whitley 1999; 2007). These institutional arrangements impinge upon, if not indeed actually structure, relationships between: a) investors and managers, b) employers and employees, and c) competitors, suppliers, and customers.
The key features of dominant institutions that affect the nature of behaviour of firms can be summarized under four main headings: a) the norms governing trust and authority relationships in a society, b) the nature and policies of the state in constituting, regulating, and supporting economic actors, c) the conventions and rules governing access to, and the use of, financial capital, and d) the nature of the skill formation system and of the regulations and norms governing the employment and management of people. There are eight major features of these institutions and agencies that are particularly important influences on firm governance and the development of capabilities, which are listed in Table 16.2.

Considering first the institutions governing trust relationships between economic actors, these are crucial to the establishment of industrial capitalist economies, especially the extent to which the formal procedures and structures organizing transactions, and economic activities more generally, are regarded as reliable and trustworthy. Where trust in formal institutions is so low that owners feel unable to rely on the legal system, accounting conventions, and formal mechanisms to control the behaviour of customers, suppliers, and employees in predictable ways, they will be reluctant to develop substantial commitments to people with whom they do not have strong personal bonds of loyalty and reciprocity.

Such low levels of trust are often associated with predatory states and unpredictable financial systems. In states where political elites are unwilling to allow the growth of large concentrations of privately controlled capital and/or seek to extract substantial amounts of surplus for their own benefit, owners are faced with a highly uncertain political and economic context in which personal connections are often the only reliable means of ensuring trust and predictable behaviour (Goetzman and Koell 2007; Hamilton 2006). The legal system in such countries is either very limited in its ability to resolve disputes, or liable to render capricious and unpredictable judgements.

Table 16.2: Institutional features affecting firm characteristics

<table>
<thead>
<tr>
<th>Norms governing trust and authority relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Trust in formal institutions</td>
</tr>
<tr>
<td>b) Paternalist/Contractarian/Communitarian justifications of authority</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State structures and policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>c) Dominance and directive role of the state</td>
</tr>
<tr>
<td>d) State encouragement of intermediary organizations in developing and implementing economic policies</td>
</tr>
<tr>
<td>e) State segmentation of markets</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Financial system</th>
</tr>
</thead>
<tbody>
<tr>
<td>f) Size, liquidity and significance of capital markets and ease of mounting hostile takeovers</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Labour system</th>
</tr>
</thead>
<tbody>
<tr>
<td>g) Effectiveness of public skill formation system</td>
</tr>
<tr>
<td>h) Strength of employer and labour federations and their role in coordinating bargaining</td>
</tr>
</tbody>
</table>
Many industrializing countries, and those undergoing radical institutional change such as the former state socialist societies of Eastern Europe in the early 1990s, exemplify this kind of institutional context (Fafchamps 1996; Humphrey and Schmitz 1998; Menkhoff 1992; Whitley and Czaban 1998; Whitley et al. 1996). When business owners do develop alliances and partnerships in such economies, these are usually based on personal ties, and are family-like if not actually based on close kinship links, as in Taiwan and other Pacific-Asian societies (Gates 1996; Hamilton 1997; Hamilton and Kao 1990). They also tend to be quite limited in scope, so that owner-managers are not exposed to high levels of risk by such shared commitments.

Authority relationships in these kinds of particularistic societies are often paternalistic in the sense that political and other leaders typically justify their superiors’ positions in terms of their greater wisdom and ability to look after the best interests of their subordinates, analogously to parental roles in families (Beetham 1991). Generally, such paternalist ideologies encourage strong central control and low levels of delegation.

Alternatively, authority may be justified in terms of more formal and procedural norms governing the selection of leaders and how they exercise discretion over subordinates’ activities (Eckstein and Gurr 1975). Such formal justifications of subordination can be further divided into two types: contractarian and communitarian. This distinction focuses on the extent to which authority rests upon widespread and diffuse appeals to common interests as opposed to highly specific and narrow agreements between discrete and separate contractors. Communitarian forms of authority imply relatively high levels of mutual trust and commitment, with shared understandings of priorities and interests, and often rely on expertise as a key quality of superordinates, while contractarian authority tends to presume more adversarial relationships and a dominant pursuit of self-interest. The former seems to have become institutionalized in some Scandinavian and continental European countries, while the latter is found more in Anglophone societies (Lodge and Vogel 1987).

The role of nation-states in organizing market economies has, of course, been extensively analysed in many comparative studies (see, e.g. Amable 2003; Crouch and Streeck 1997; Schmidt 2002; Weiss 2003). From the point of view of explaining variations in forms of firm governance and prevalent ways of developing organizational capabilities, three features of this role seem particularly important.

First, there is the extent to which the state is able and willing to play an active role in coordinating economic development and supporting particular industries and firms. Active promotional states (Evans 1994) vary in how much they dominate and direct firms’ strategies, and reward or sanction their outcomes, in ways that affect dominant firm behaviour. In dominant developmental states, businesses are highly dependent on state policies and actions, to the extent that political risks often outweigh market ones. Less directive states, like perhaps the post-1950s Japanese one, pursue developmental policies in a more collaborative way through policies of what Samuels (1987: 8–9) has termed reciprocal consent. Others, such as many Anglophone states, have neither the wish to, nor the capability for, actively...
coordinating economic processes but focus on a more regulatory approach to managing economic development.

Second, states differ in their toleration of, and support for, intermediary groups and associations between individuals, firms, and the state that play a significant role in coordinating economic developments. These groupings include trade associations, employers’ groups, and labour unions. This feature can be summarized as the degree of state support for intermediary organizations. Some European states, for instance, appear unable to tolerate such groupings while others, like the German and Austrian, seem to positively encourage their formation and to develop quite strong corporatist forms of intra-and inter-sectoral organization (Schmidt 2002). Clearly, inter-firm cooperation, alliances, and cartelization will be easier in the latter sets of states than in the former.

Third, there are significant differences in the extent to which states directly or indirectly regulate market boundaries and entry and exit, in addition to setting constraints on the short-term opportunism of economic actors. They are here termed the extent of formal segmentation of markets. In many countries, for instance, states regulate which sorts of organizations can offer financial services and how they can sell them, as well as where they can do so. Similarly, licences to undertake certain trades are often only issued by national and local state agencies when appropriate skill certificates have been acquired. In other countries, such powers are sometimes delegated to industry associations and quasi-statutory bodies. This affects the intensity of competition, mobility of resources between markets, and flexibility of firms.

The key feature of financial systems for firm governance and the development of organizational capabilities concerns the market for corporate control. The combination of liquid capital markets, legal and other restrictions on managers’ ability to develop strong defensive measures against hostile takeovers, and fragmented shareholdings in outsider-based financial systems can result in a strong market for corporate control that limits investor-manager commitments and reduces the credibility of long-term career incentives (O’Sullivan 2000; Tylecote and Visintin 2008). Where capital is impatient and volatile it is difficult to convince skilled employees to become committed to the long-term development of a particular firm’s organizational capabilities.

In contrast, credit-based financial systems are characterized by relatively small and illiquid capital markets and much greater concentrations of shareholder control over large companies. Here it is much more difficult to transfer ownership and change direction radically, especially if significant proportions of firms’ shares are held by strategic investors and/or are effectively controlled by top managers, as is the case in many European countries (Barca and Becht 2001) and Japan (Sheard 1994).

Lastly, the skill formation systems of market economies vary considerably in ways that, together with labour market institutions, affect the kinds of skills developed, managerial policies, and organizational commitments. In particular, the effectiveness of the public skill formation system in training large numbers of workers in practical skills that are valued by employers, usually because they have been closely involved in providing training and setting standards as in the ‘German Skills Machine’
(Culpepper and Finegold 1999), influences both internal organizational structures and marker strategies (Maurice et al. 1986; 1990; Soskice 1999).

The impact of the public training system on firm structures and behaviour is greatly enhanced when combined with certain features of the institutions governing labour markets and employment policies (Thelen 2004). Particularly important in this respect are the relative strength of sectoral and/or national employers and labour union groups and their coordination of bargaining over employment conditions. Where there are strong employer and labour union federations with centralized bargaining, firms tend to become accustomed to working together and with unions in relatively stable relationships that inhibit highly opportunistic behaviour, as in many continental European states (Jackson et al. 2005; Jurgens 2003; Thelen and Kume 2003).

Many of these features of dominant institutions are interrelated (Amable 2003; Schmidt 2002; Whitley 1994). For example, societies in which strong states play the dominant role in coordinating economic development and share risks with the private sector tend not to develop strong intermediary associations. Employers’ associations and labour unions are, then, usually weak in such countries. Market segmentation, on the other hand, is often considerable since this is a major way in which state agencies coordinate development. These kinds of states also tend to be associated with bank credit-based rather than capital market-based financial systems for two reasons. First, because they are typical of late industrializing economies where capital is scarce and more readily mobilized through the banking system, and, second, because it is easier for the state to influence economic development through the financial system when it is dominated by banks rather than capital markets (Zysman 1983).

Conversely, low levels of state risk sharing and economic coordination are often combined with capital market-based financial systems in what might be termed arm’s-length or differentiated business environments. In these contexts, institutional arenas and elites are organized quite separately from each other according to their own particular logics. Social relationships tend to be regulated by formal rules and procedures that treat actors as discrete individuals pursuing their separate interests, as exemplified by classical contracting. Authority and trust relations are here governed by formal institutions that limit mutual obligations to contractually specified duties. Collaboration between employers, unions, and other groups is difficult to establish in such societies because collective actors are typically adversarial in their relations with each other.

On the other hand, where strong intermediary associations have developed with state support, they tend to be involved in regulating market entry and exit. They are often engaged in negotiation with each other on a continuing basis with strongly institutionalized procedures limiting opportunistic behaviour. Such procedures depend on considerable trust between social partners and widespread beliefs in their joint dependence on cooperation for gaining group objectives. Commitment to relatively impersonal associations and an institutionalized ability to mobilize loyalties to collective goals beyond purely personal ones are important features of these
kinds of societies. When combined with strong public training systems, as in many Continental European countries, these institutional features are conducive to collaboration between economic actors and so can be termed collaborative forms of institutional environments.

Finally, cultures where trust in formal institutions is low and loyalties are focused on the immediate family rather than more impersonal collectivities limit the growth of intermediary associations and the development of exchange relationships governed by formal procedures. Capital markets are unlikely to be significant sources of investment funds in such societies and the largely personal nature of authority relationships will restrict the development of strong labour unions. Social relationships in these cultures tend to be highly personal and particularistic, and so can be described as particularistic business environments.

The impact of institutional features on firm characteristics

Before continuing to outline the particular ways in which these eight features of dominant institutions can be expected to affect firm characteristics, it is important to bear in mind two points. First, the most direct connections between institutional features and characteristics of leading firms in a market economy often occur when institutions display particularly strong features at the extremes of the dimensions being considered. Relatedly, the connections are often not reversible in the sense that the negative relationship may not hold to the same extent. Second, interdependences between single institutional features and firm characteristics are tendencies that, in practice, are modified by other aspects of dominant institutions and by a variety of historical contingencies.

The effects of particular political, financial, labour, and cultural institutions on firms are often most marked when the strength of a particular feature is very high or low. For example, the link between a strong, developmentalist state and the prevalence of growth goals is not a linear, continuous one but rather is particularly significant—and dominates other factors—when the level of business dependence on the state is especially high, as in post-war Korea (Amsden 1989; Fields 1995; Whitley 1992; Woo 1991). Similarly, the effect of weak institutions governing trust relations on inter-firm alliances and sector organizations is most evident when formal institutions are widely regarded as unreliable, as in many expatriate Chinese dominated economies (Redding 1990; Silin 1976).

Additionally, these direct connections between particular institutional features and firm characteristics often do not apply in reverse. Where, for instance, the state is relatively weak and/or does not pursue developmentalist policies, firms’ strategies may or may not follow growth goals. Although, then, the strong, developmental French state in much of the post-war period has, amongst other factors, encouraged large firms to pursue growth goals, the less dirigiste post-war federal
German state has not led German companies to pursue profit maximization priorities (Schmidt 2002). This is because of other institutional features, such as the financial system and strong intermediary organizations, which encourage growth goals (Lane 1992). Similarly, the existence of an effective legal system governing contractual trust does not necessarily lead to extensive delegation of control to salaried managers by owners, although the lack of such formal institutions is likely to encourage strong owner-control.

This point highlights the interdependence of these institutional features in structuring dominant firms. In any particular market economy, the prevalent type of firm will reflect the influence of all dominant institutions as they have developed in conjunction with each other during and after industrialization. The linkages between institutions and firm characteristics discussed in the following pages are, then, tendencies that are most likely to occur when institutional features are particularly distinctive and other features reinforce, rather than conflict with, them (Deeg 2005).

Bearing these points in mind, in Table 16.3 I summarize the expected relationships between particular features of dominant institutions in a market economy and prevalent patterns of firm governance and capability development in those environments. As can be seen, direct connections are not always unequivocal since the impact of particular features usually depends on the nature of other institutions. A very rough attempt at distinguishing the degree of influence has been made by using a five-point scale of low, limited, some, considerable, and high.

Considering first the connections between institutional features and forms of owner-control, direct owner-control is strongly encouraged in societies where trust in formal institutions governing relationships is low and authority is predominantly paternalist in nature. Without strong mechanisms ensuring that owners can rely on managers to carry out their instructions and act in their interests, it is unlikely that they will readily delegate control over their property to salaried employees. Similarly, if authority in a society is more personal and direct than formal and procedural, owners will be expected to exercise direct control over employees.

A high level of business dependence on the state in dominant developmentalist states also encourages direct control because owners typically manage political risks directly with decision-makers and would find it difficult to implement agreements through third parties. Since state coordination and direction are often not transparent and public, remote owners would be disadvantaged if they left political negotiations to managers, and so they have to become directly involved.

Conversely, market based forms of owner-control are only feasible when trust in formal procedures is high and authority predominantly procedural. They are less likely in credit-based financial systems because these typically lead to considerable interdependence and lock-in between the owners/controllers of financial assets and managers of enterprises. They are, though, strongly linked to the existence of liquid capital markets in which assets can be easily traded and managed as items in a portfolio. The stronger the market for corporate control in such financial systems, the more difficult it will be for firms to coordinate policies and work together in business associations and employers’ groups since ownership and corporate
<table>
<thead>
<tr>
<th>Features of dominant institutions</th>
<th>Prevalent owner control type</th>
<th>Employee constraint</th>
<th>Business partner constraint</th>
<th>Authority sharing</th>
<th>Organizational careers</th>
<th>Coordination capabilities</th>
<th>Learning capabilities</th>
<th>Reconfigurational capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low trust in formal institutions</td>
<td>Direct</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Limited</td>
<td>Limited</td>
<td>Limited</td>
<td>Some</td>
</tr>
<tr>
<td>Paternalist authority</td>
<td>Direct or committed</td>
<td>Considerable</td>
<td>Limited</td>
<td>Limited</td>
<td>Limited</td>
<td>High</td>
<td>High</td>
<td>Varies</td>
</tr>
<tr>
<td>Communitarian authority</td>
<td>Direct or committed</td>
<td>Considerable</td>
<td>Vari ies</td>
<td>Considerable</td>
<td>Varies</td>
<td>High</td>
<td>High</td>
<td>Limited in short term</td>
</tr>
<tr>
<td>Dominant development state</td>
<td>Direct or committed</td>
<td>Some</td>
<td>High</td>
<td>Considerable</td>
<td>Some</td>
<td>High</td>
<td>High</td>
<td>Limited in short term</td>
</tr>
<tr>
<td>Strong state encouragement of intermediaries and economic coordination</td>
<td>Direct or committed</td>
<td>Some</td>
<td>High</td>
<td>Considerable</td>
<td>Some</td>
<td>High</td>
<td>High</td>
<td>Limited in short term</td>
</tr>
<tr>
<td>Segmented markets</td>
<td>Direct or committed</td>
<td>Varies</td>
<td>Considerable</td>
<td>Some</td>
<td>Some</td>
<td>High</td>
<td>Considerable</td>
<td>Limited</td>
</tr>
<tr>
<td>Liquid capital markets and strong market for corporate control</td>
<td>Market</td>
<td>Limited</td>
<td>Low</td>
<td>Limited</td>
<td>Low</td>
<td>Varies</td>
<td>Limited</td>
<td>High</td>
</tr>
<tr>
<td>Effective public skill formation system</td>
<td>Varies</td>
<td>Considerable</td>
<td>Varies</td>
<td>Some</td>
<td>Varies</td>
<td>Some</td>
<td>Some</td>
<td>Varies</td>
</tr>
<tr>
<td>Strong employer and labour federations and centralized bargaining</td>
<td>Direct or committed</td>
<td>High</td>
<td>Considerable</td>
<td>Considerable</td>
<td>Some</td>
<td>Some</td>
<td>Some</td>
<td>Limited</td>
</tr>
</tbody>
</table>
strategies are liable to change rapidly. Highly capital market constrained governance relationships are unlikely, then, to occur in market economies with strong intermediary associations and coordinated employer–union bargaining practices.

Employee interests are unlikely to be significant influences on firms’ strategies and actions when state dominance is high and trust in formal institutions is low. Major political risks focus attention on state interests and priorities so that other groups are subsidiary, except perhaps for a small cadre of senior managers. Equally, a culture in which trust in strangers is difficult to establish and maintain except on a personal basis is not likely to encourage reliance on employee skills and commitment to the organization as distinct from the individual owner-manager. Firms in this situation will not be greatly influenced by the needs of employees as a whole in making decisions. Employers will additionally be discouraged from giving weight to the interests of the bulk of employees, where there is a strong market for corporate control, since the threat of hostile takeovers focuses managers’ attention on financial rates of return in the relatively short term.

Conversely, effective public training systems, centralized bargaining, and powerful employers and union federations, together with communitarian authority relationships encourage more concern with employee interests. Where unions have strong legal and/or labour market powers, they are obviously in a position to insist on worker interests being taken into account when strategies are being developed and implemented. Equally, a strong training system produces high-level skills that employers can rely upon since they are usually involved in developing them. Furthermore, where managerial authority rests largely—or even partly—on perceptions that employers and employees share a common destiny, and are jointly responsible for the future of the organization as a whole, the significance of employee interests is likely to be considerable relative to economies where authority is more contractarian.

Business partner constraints on strategic decision-making are likewise inhibited by dominant states, capital market financial systems, and low trust in formal institutions. High levels of business dependence on the state combined with considerable antagonism to intermediaries between the family, firms, and the central state in dominant developmental states, ensure that firms concentrate on developing close links with state agencies and compete with each other for state support, within and across industries. In such economies, it is clearly difficult for them to develop substantial and stable linkages with each other. Strong markets for corporate control in capital market financial systems also inhibit alliances and networks since ownership can change quickly in such markets, as can strategic choices and elite managerial personnel. For similar reasons to those mentioned above, an inability to rely on formal institutions for ensuring trust between firms limits the extent and stability of inter-firm networks since alliances are based on personal connections and risks are difficult to share in such societies.

Conversely, where: a) the state encourages regulation of markets, either directly or indirectly, b) banks and other financial intermediaries are locked-in to firms’ destinies, and c) employers collaborate with the unions in managing the training system
and with each other in centralized bargaining systems, firms will be encouraged to
develop links with each other that are relatively wide-ranging and stable. All of these
institutional features restrict the freedom of economic actors to change direction and
act as short-term opportunists in terms of their immediate interests. They thus
reduce the risks associated with making commitments to business partners, whether
suppliers, customers, competitors, or employees, and enhance the likelihood of
benefits accruing from them.

Turning now to consider how institutional features are related to the ways that
firms develop different kinds of capabilities, both authority sharing and the provision
of organizational careers, are likely to be limited to those with whom owners have
strong personal relationships in societies where there is low trust in formal institu-
tions and authority is justified in paternalistic terms. Building organizational cap-
abilities around the contribution of most employees on a long-term basis will be
difficult in large firms, and highly focused on individuals’ skills—as distinct from
collective ones—in small ones in such circumstances. Coordinating and learning
capabilities are accordingly likely to be restricted to a relatively small group of elite
managers in these kinds of particularistic business environments.

Similarly, in societies dominated by strong developmentalist states, most risks and
opportunities for leading companies arise from state actions and support, and so
firms are more likely to invest time and effort in meeting state demands and negotiat-
ing with officials than in investing in developing employee skills and commitment.
When combined with paternalist ideologies justifying elite authority over subordi-
nates, authority sharing within companies tends to be rather limited, and careers in
the larger firms restricted to those demonstrating high levels of loyalty. The develop-
ment of organizational capabilities will tend to be restricted to the senior managerial
hierarchy in these kinds of situations, with little involvement by most employees.

Strong markets for corporate control are also likely to restrict authority sharing
and organizational careers for most employees because changes in ownership and
control are relatively easy in such economies. Managerial hierarchies may develop
effective coordinating capabilities when market conditions allow firms to make
credible commitments of organizational careers for managers, but pressures for
continued high levels of investor returns from fund managers will limit these. On
the other hand, highly liquid capital markets facilitate the rapid reallocation of
resources and can provide venture capitalists with easy exit opportunities. In turn,
this enables them to invest in a number of start-up enterprises on a portfolio basis, as
well as supporting organizational restructurings.

Conversely, strong intermediaries, segmentation of product markets, and communi-
tarian patterns of authority all encourage greater levels of authority sharing, both
internally and externally, and enable firms to offer relatively long-term careers to
many of their skilled workers. In turn, these facilitate the development of strong
employer–employee commitment to the development of firm-specific coordinating
and learning capabilities, although not all firms necessarily manage to do so successfully.

Such commitments are further encouraged by effective public training systems and
extensive collaboration between firms that restrict poaching of skilled workers
and opportunistic free-riding on others’ investments. The combination of national and local state economic coordination of economic development, strong business associations, and centralized bargaining in the more coordinated economies of many continental European countries and Japan has encouraged widespread involvement in the enhancement of firm-specific capabilities and knowledge (Soskice 1999), while often limiting the ability of firms to undertake rapid and radical reconfigurations of their resources.

These relationships between institutional features and firm characteristics suggest how different kinds of firms are likely to become established as leading companies in differently organized market economies. The five ideal types identified earlier will be encouraged by some of these features and discouraged by others, as summarized in Table 16.4. In particular, opportunistic firms are most likely to be dominant in economies with low trust in formal institutions, where the state is predatory rather than developmental, and authority is primarily justified in paternalistic terms. They are less likely to be prevalent in societies where the financial system is largely autonomous from the state and operates according to its own, relatively impersonal and formal, rules, and the labour system is likewise governed by strong, separate institutions and federations.

Specialized network firms, in contrast, rely on more stable and reliable institutions to coordinate their activities through market contracting, and usually become established in cultures where authority is justified in contractarian or communitarian terms. They additionally tend to be significant economic actors in economies with relatively flexible labour markets and effective training systems that ensure both a supply of highly skilled workers and a means of matching skills to jobs. Given their specialist nature, such firms additionally need to be able to call upon a variety of complementary services and knowledge, whether these are primarily publicly or privately provided. Intermediary organizations and institutions that restrict predatory pricing and other means of large firm dominance are additionally important in establishing such firms.

Isolated hierarchies also rely on effective formal institutions governing economic relationships and limited state domination of the economy. In addition, though, they flourish where capital markets are firmly established and there are few restrictions on market entry and exit, including mergers and takeovers. Authority tends to be justified in terms of contractual relationships and skill formation is primarily a matter of individual initiative rather than being systematically coordinated through intermediary organizations. In general, they dominate in societies characterized by arm’s length institutional environments that provide few constraints on short-term economic opportunism and relatively few collective competition goods.

Centralized hierarchies, in contrast, are most likely to be dominant where the state plays a strong developmental role and authority is largely paternalistic. The financial system is usually subservient to developmental goals and enables families to retain control of large and fast growing firms through cheap credit, often guaranteed by the state. The public training system tends to be weak in societies dominated by these kinds of companies, as are employer and employee unions.
Collaborative hierarchies, on the other hand, develop in much more coordinated institutional environments that combine communitarian patterns of authority with strong intermediary organizations, effective training systems, and coordinated bargaining between powerful employer and labour groups. The financial system is less separate from the rest of the economy than in arm’s-length institutional systems, and the conventions governing capital markets are typically not supportive of hostile takeovers. While these connections between institutions and dominant firm types have often been most apparent within nation-states, especially in the post-Second World War period dominated by the Bretton Woods system for managing international capital flows and exchange rates, they are by no means necessarily national in nature (Whitley 2005). Rather, the national specificity of institutional regimes and

<table>
<thead>
<tr>
<th>Institutional features</th>
<th>Opportunistic</th>
<th>Specialized network</th>
<th>Isolated hierarchy</th>
<th>Centralized hierarchy</th>
<th>Collaborative hierarchy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low trust in formal institutions</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>varies</td>
<td>−</td>
</tr>
<tr>
<td>Paternalistic authority</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Communitarian authority</td>
<td>+</td>
<td>Some in industrial districts, low in professional networks</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Dominant developmental state</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Encouragement of intermediaries</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Segmented markets</td>
<td>−</td>
<td>Varies</td>
<td>−</td>
<td>Varies</td>
<td>+</td>
</tr>
<tr>
<td>Strong market for corporate control</td>
<td>−</td>
<td>Varies</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Effective public skill formation system</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Strong employer and union federations and centralized bargaining</td>
<td>−</td>
<td>Some in industrial districts, low in professional networks</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 16.4: Institutional features associated with different ideal types of firms
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dominant firms is an empirical matter and the homogeneity of the national institutional environments faced by firms varies between countries and over time.

For example, many aspects of corporate governance, including the rights of shareholders, in the USA vary between states and changed over the course of the nineteenth and twentieth centuries (see, e.g. Becht and DeLong 2007; O’Sullivan 2000; Roy 1997; Tylecote and Visintin 2008). Other institutions affecting labour markets and property rights can also differ between regions in ways that affect inter-firm relations and growth strategies, as Saxenian (1994) has emphasized in her contrast of Route 128 firms in Massachusetts and Silicon Valley. Additionally, institutional regimes vary in the extent to which they standardize many characteristics of leading companies. Arm’s-length regimes, for example, typically leave the organization of employment relationships much more to the discretion of individual firms than do more corporatist ones (Soskice 1999; Whitley 2005).

THE EFFECTS OF INCREASING INTERNATIONALIZATION ON FIRM CHARACTERISTICS

Such varying homogeneity and complementarity of the dominant institutions governing economic activities in different countries mean that the governance and capabilities of leading companies can vary between regions and sectors, as well as changing over time. The growing internationalization of many firms in the post-war period has additionally increased the heterogeneity of institutional environments that they have to deal with, and can weaken the influence of domestic institutions. By locating major facilities in quite differently organized market economies, some firms may be able to develop distinctive kinds of transnational competitive competences that are not tied to particular institutional environments (Bartlett and Ghoshal 1989; Ghoshal and Westney 1993). It is worthwhile, then, considering how the expansion of foreign direct investment (FDI) since the 1950s can be expected to affect the key characteristics of different kinds of firms operating in different institutional contexts, and in particular whether it has enabled them to become significantly different kinds of companies.

It is first important to note that any effects of internationalization on firm governance and capabilities are only likely to be significant when companies commit major resources and managerial attention to foreign locations, and are willing to adjust their domestically developed routines as a result of adapting to different environments. In general terms, multinational companies (MNCs) are most likely to become distinctive kinds of organization when they locate major proportions of key assets and activities in quite different kinds of institutional regimes, allow foreign
subsidiaries to adapt to local conventions, and ‘learn’ from these novel developments by adapting and integrating them with routines and procedures used elsewhere in the organization, especially in their domestic operations. It is the organizational integration of different ways of doing things in different kinds of business environments that makes MNCs potentially significant different kinds of strategic economic actors.

However, MNCs vary in the extent to which they allow their foreign subsidiaries to adapt to local conventions and innovate in their procedures, products, and services. Some, like Ford in England in the 1920s and 1930s, insist on their overseas units following domestic policies and practices (Tolliday 2000), while others permit more diverse responses to different markets and patterns of economic organization, and a few actively encourage subsidiaries to experiment with new approaches, as perhaps is the case with some German MNCs in the Americas and central Europe in recent years (Lane 2001; Meardi and Toth 2006). MNCs that simply export their domestic practices to foreign locations are unlikely to develop new knowledge and skills as a result of operating internationally, and therefore are more national companies with foreign operations (Hu 1992) than transnational enterprises, whereas those that allow foreign units to innovate could do so. Such innovation is more likely to happen when subsidiaries are forced to adapt to quite different environments that have strongly established patterns of business behaviour, reproduced through powerful and complementary institutions, as in post-war Japan.

Local innovations may not, though, lead to MNCs developing new kinds of transnational organizational capabilities if the parent company does not use them to change procedures and practices elsewhere. For such firms to become distinctive kinds of economic actors as a result of operating across national borders, they have to ‘learn from abroad’ in the sense of incorporating novel ideas, skills, and technologies from innovating subsidiaries in other parts of the organization. If they simply allow such units to continue to adapt to their particular situation without integrating any new approaches into the rest of the company, MNCs will not develop distinctively new kinds of collective competences.

It follows from this characterization of MNCs that only some of them are likely to develop distinctive kinds of transnational organizational capabilities (Whitley 1998; 2001). Firm specific organizational capabilities take time to build and usually involve relatively ‘low powered’ incentives to encourage employees to work together to deal with technical and organizational problems and to contribute to the improvement of organizational knowledge. For a MNC to learn systematically from its operations in quite different environments in such a way that it generates novel transnational competences, it has to encourage its employees and business partners in those environments to become committed to developing and enhancing its cross-national capabilities.

Developing such transnational commitment involves authority sharing with employees in different locations and some provision of organizational careers for those that contribute most to the development of MNC capabilities and knowledge. Since the willingness of owners and managers to share authority and offer
organizational careers is strongly influenced by dominant institutions in each society, this means that MNCs with major facilities in different kinds of institutional regimes are likely to develop varying forms of authority sharing and careers in different locations. As a result, the kinds of collective capabilities they develop in different national subsidiaries can differ greatly, and may well conflict in their basic principles, as highlighted by Kristensen and Zeitlin (2005) in their study of APV.

The extent of transnational authority sharing and careers will also be affected by the nature and strength of the international institutions governing business behaviour and property rights across national boundaries. However, while transnational governance organizations have become more significant in recent years, few are powerful enough to override the wishes of major nation-states, such as the USA, and most have less ability to determine their own policies, select senior personnel, and sanction deviance than do national regulatory authorities (Braithwaite and Drahos 2000; McNicol and Bensedrine 2003; Lehmkuhl 2003). Furthermore, most of these have been concerned to establish common rules of the competitive game for cross-border trade and investment, and so internationalize markets for most products and services (Braithwaite and Drahos 2000; Majone 2005).

Driven by the interests of outside investors, investment banks, and multinational companies seeking large, liquid, and transparent capital markets, this focus on transparent and formalized regulatory procedures exemplifies central features of outsider dominated financial markets and arm’s length capitalism (Laurence 2001; Lutz 2004). Few, if any, international institutions encourage investment in cross-national employer–employee commitment on a long-term basis. Constraints on both employer and employee opportunism are typically lower across national borders than within most OECD countries, and hence the extent and longevity of employee commitments to MNC corporate goals and success are likely to be less than those to national employers, especially amongst middle managers and professionals.

Pressures from international institutions, then, are unlikely to lead many MNCs to engage in the sorts of extensive authority sharing with, and long-term career commitments to, foreign employees that firms in collaborative market economies often develop with their domestic staff. As British employees of Japanese banks found out in the 1990s, the norm of long-term employment for male Japanese staff did not apply to them (Sakai 2000; Whitley et al. 2003). In general, then, the lack of strong international institutions encouraging long-term loyalties between business partners suggests that the degree and scope of cross-national authority sharing and organizational careers within MNCs will not be particularly high, and usually less than occurs in their home organizations.

There remain, however, considerable variations in patterns of authority sharing and career commitments across national borders. These result mostly from domestic and host economy institutional differences, as the large literature on Japanese and US MNCs illustrates (see, e.g. Almond and Ferner 2006; Beechler and Bird 1999; Kogut and Parkinson 1993; Tolliday 2000). In particular, the circumstances in which companies become established and develop distinctive competences are likely to have substantial influence on when and how they internationalize their operations and
manage foreign subsidiaries. As Kogut (1993: 137) has suggested: ‘Even as the firm internationalises, it remains imprinted by its early developmental history and domestic environment’, especially how it learns and innovates (cf. Doremus et al. 1998).

We can explore how firms from different institutional regimes are likely to encourage varying degrees of employee commitment in foreign subsidiaries, and so their probable development of distinctive firm-specific international organizational capabilities, by comparing the probable patterns of international authority sharing and careers of firms from the three ideal types of business regime distinguished above: particularistic, arm’s-length, and collaborative. These expectations are summarized in Table 16.5.

Beginning with firms based in particularistic institutional regimes, since owners in these kinds of market economies remain reluctant to share authority with employees in their domestic location because of unreliable formal institutions and an unpredictable political environment, they seem unlikely to trust foreign employees a great deal, and so delegate much discretion to them. The combination of a low trust home economy with weak transnational institutions is unlikely to encourage much authority sharing with foreign managers and staff.

Equally, the common restriction of long-term career opportunities to relatives and others with whom family-like relationships have been developed in these frameworks suggests that few firms will offer organizational careers to foreign employees. As a result, hardly any subsidiary staff are likely to become so committed to the parent company that they will invest their energies in improving firm-specific knowledge and skills on a medium- to long-term basis. This means that enterprises from such environments are unlikely to develop strong international organizational capabilities.

| Table 16.5: International authority sharing and careers in MNCs from different institutional regimes |
|---------------------------------|---------------------------------|---------------------------------|
| International authority sharing and organizational careers | Home economy institutional regime | |
| Extent of cross-border authority sharing | Particularistic | Arm’s length | Collaborative |
| Low | Varies, but rarely extended beyond managers and experts with codified skills | Limited usually, but may be considerable when seeking specialist knowledge |
| Longevity and scope of cross-national organizational careers | Low | Varies, but long-term career opportunities rarely extended beyond managers in most MNCs | Low |
capabilities, as distinct from those based on predominantly individual relationships and qualities. In particular, systematic cross-national organizational learning seems likely to be rather restricted, and coordinating capabilities limited to those tied to personal relationships.

In contrast, owners of firms from market economies dominated by arm’s-length institutional regimes that share authority with, and develop organizational careers for, senior managers and some professional staff domestically could be expected to delegate rather more discretion to those in charge of foreign subsidiaries where formal institutions are considered reliable. They may also involve foreign managers and professional staff in cross-national problem-solving teams when their specialist expertise is highly valued. This is especially likely when dealing with complex problems that require knowledge of different business environments, as in many professional service companies such as those discussed by Morgan and Quack (2005).

Authority sharing with foreign professionals will here depend on the knowledge that managers of these MNCs have of their expertise and the reputation of national skill formation systems. Given the importance of technical knowledge and specialist skills in dealing with complex and uncertain tasks, domestic managers of MNCs are unlikely to share much authority with foreigners unless they are convinced that they are highly skilled and able to help with solving current problems. This will be greatly facilitated by skills being standardized through professional associations that operate in similar ways in different countries, and so is more straightforward between arm’s-length economies that have flexible labour markets and similar institutional arrangements for developing high-level expertise.

In general, though, any such authority sharing by firms from arm’s-length economies is unlikely to extend much beyond professional staff and managers, given similar limitations at home and the lack of strong international institutions that might restrain employer and employee opportunism. While their subsidiaries located in economies with strong collaborative institutions may develop greater levels of authority sharing with skilled workers, this seems likely to be limited to local operations given the arm’s-length nature of the parent MNC’s domestic business environment.

Similarly, few firms from these kinds of institutional frameworks are likely to make long-term career commitments to foreign employees, especially at the international level. Since commitments in general are short term in such economies, most employers will not feel able to offer cross-national organizational careers to more than a few senior foreign managers, nor would such offerings be viewed as highly credible. Again, where host economy institutions encourage high levels of employer–employee commitment and firms have to offer organizational careers to skilled staff in order to attract the most capable, MNCs may well enter into long-term employer–employee commitments at the local level, as do many foreign firms in Japan, but such commitments are unlikely to be extended internationally.

Coordination capabilities across national boundaries may be quite strong in such companies where they have established integrated transnational managerial hierarchies, and are able to provide credible organizational careers for their senior
managers, as in, perhaps, some of the largest oil companies. However, their trans-
national learning capabilities are likely to be restricted to project teams and similarly
short-term collaborations, together with those developed through managerial trans-
fers. As in more nationally specific companies, reconfigurational capabilities may be
greater than in collaborative firms, but will be limited by strongly entrenched
managerial routines and rules governing coordination practices.

Overall, then, we would not expect long-term commitment to building and
improving cross-national problem-solving capabilities and skills, as opposed to
extending domestic ones, to be high in most foreign subsidiaries of MNCs from
arm’s-length economies. Loyalty to the parent company and investment in the
enhancement of its knowledge and capabilities will be no more extensive than in
its domestic operations, and so continuing organizational learning at the interna-
tional level will probably be restricted to senior managerial levels.

Conversely, MNCs based in more collaborative home economies are embedded in
a number of relatively long-term obligations with particular business partners,
including skilled employees. However, few of the institutions leading to such com-
mitments transcend national boundaries and so foreign employees are not as locked
into the fate of MNCs from these kinds of societies as are many domestic ones. This
means that both employer and employee opportunism is likely to be less constrained
across borders than within such economies. As a result, long-term employee willing-
ness to invest in enhancing the capabilities of the MNC will probably be lower in
foreign subsidiaries than in the domestic organization.

Furthermore, where such firms consider that their core capabilities are substan-
tially derived from these long-term commitments and are highly specific to their
home business environment, they will be reluctant to invest much in authority
sharing with foreign staff. The more MNCs see their distinctive competences as
being generated by their domestic organization and its particular pattern of employ-
ment relations, the less they are likely to involve foreign staff from quite different
environments in substantial international problem solving activities. This seems to
be the case for many Japanese MNCs (see, e.g. Ernst 2006; Kopp 1999; Pucik 1999).

However, some companies from collaborative institutional frameworks have
become more willing to delegate considerable discretion to foreign managers and
professionals in some subsidiaries, and to involve them extensively in international
problem-solving teams as they seek to acquire new kinds of capabilities that their
domestic business system appears unable to provide. In situations where the lock-ins
encouraged by home economy institutions are seen to be inhibiting radical innova-
tion and limiting growth, such MNCs may deliberately use foreign subsidiaries to try
novel practices with the different kinds of approaches and skills developed in
societies with contrasting institutional frameworks, such as Japanese investments
in UK and US biotechnology facilities (Kneller 2003; Lam 2003). Some German
companies seem to have tried to do this in the 1990s, although such plans have not
always been realized in practice, particularly in the car industry (Fleury and Salerno
1998; Herrigel and Zeitlin in this volume: Jurgens 1998; Lane 2001).
These points suggest that, while developing coordinating capabilities through managerial hierarchies may be quite feasible in these kinds of firms, ensuring systematic organizational learning will be more difficult, especially if it involves radical changes to domestic operations. Equally, while establishing major facilities abroad may increase organizational flexibility, and enable firms to develop novel kinds of routines and ways of working in their foreign subsidiaries, their domestic institutional environment will restrict their reconfigurational capabilities, at least in the short to medium term.

This analysis of the organizational capabilities of MNCs in the light of differences in their home economy institutional frameworks suggests a number of conclusions about their development of transnational competences. First, while many companies with major facilities in different countries may develop distinctive collective capabilities at the national and regional levels, by no means all of them do so internationally. Because of a) the relative weakness of international institutions governing employer and employee opportunism, b) belief in the superiority of domestically developed competences, and c) variable nature of institutional frameworks across market economies, many companies are often reluctant to share authority with many foreign managers and professionals, or to offer them long-term organizational commitments. This means that their organizational capabilities as MNCs are little different from those of their domestic organization, together perhaps with those generated separately by some subsidiaries. The coordination of economic activities in different countries does not, then, necessarily produce distinctive cross-national collective capabilities, and so MNCs as such do not constitute a distinctive kind of company from the point of view of the competence-based view of the firm.

Second, the impact of host economy institutions governing skill formation and labour markets can affect the development of cross-national capabilities by varying in their standardization and certification of practical expertise, as well as in their control over employer and employee opportunism. In general, the more fluid are external labour markets in an economy, and the more standardized are skills through educational and/or professional development and certification, the more difficult it becomes to develop long-term employee commitment at both national and international levels. While such institutional arrangements do facilitate employers’ ability to hire and fire staff with varied kinds of skills, and so rapidly transform their knowledge and expertise base, they limit employees’ willingness to invest in developing firm-specific capabilities on a continuing basis.

This suggests, third, that cross-national problem-solving and learning should be easier when skill boundaries, knowledge bases, and organizational structures in different countries overlap. When they do, careers in both internal and external labour markets are likely to reward comparable kinds of technically specialized contributions, and externally certified skills are sufficiently standardized across labour markets to provide common languages for joint problem-solving. Even when commitments to developing employer-specific knowledge and skills differ considerably between national subsidiaries, continuing communication and gaining the cooperation of specialists across borders on a long-term basis will be greatly facilitated by organizational career
structures that reward expertise-based performance, as distinct from broader contributions to general organizational success. However, such specialist careers can, of course, inhibit cross-functional collaboration.

These kinds of expertise-based career structures are in turn encouraged by similar kinds of public skill formation and evaluation systems that generate social identities and loyalties around certified skills. For MNCs to develop distinctive cross-national learning capabilities that enable different kinds of knowledge production and problem-solving to be transferred between subsidiaries—as opposed to the codified results of such activities—careers and commitments have to overlap across organizational subunits.

Overall, the more varied are subsidiaries’ environments and their organization of careers, especially the kinds of contributions and skills that they reward, the more difficult it is likely to be for MNCs to develop distinctive international learning capabilities, particularly for developing new knowledge that is not readily codified. Establishing a common cross-national career structure for some middle managers and professionals will contribute to the generation of these kinds of capabilities, but this requires the MNC to be able to offer credible commitments over business cycles and national differences.

Fourth, the few MNCs that do develop strong coordinating and learning capabilities across borders through long-term international employer–employee commitments are unlikely to be able to reconfigure their skills and competences radically to deal with rapidly changing circumstances. This is because of their dependence on current employees’ skills and their establishment of transnational integrating routines. Building and maintaining long-term firm-specific organizational capabilities at the international level usually involves considerable investments in cross-national procedures, routines, and competences. These are unlikely to encourage rapid and radical transformation of key skills and technologies that would enable firms to move effectively into quite novel industries with discontinuous technological trajectories and markets.

**Conclusion**

This analysis of how societal institutions affect the constitution, direction, and growth strategies of leading firms in different market economies has highlighted a number of points that are worth emphasizing in conclusion. First, the extent to which the dominant corporate form in an economy does indeed combine limited liability, legal personality, unified authority, external investor ownership, and easy transfer of property rights varies considerably between institutional regimes and over time. Furthermore, there is no good theoretical or empirical reason to expect such varied corporate forms to converge on a single type, let alone the current US one, despite Kraakman’s (2001) claim to the contrary.
This means that, second, legally constituted firms are by no means the only—or the dominant—strategic actor in all market economies. In many cases, these are subsidiary members of business groups or diversified family-controlled business that are centrally directed. On the other hand, some legally defined firms can function more as hollow corporations with few, if any, distinctive organizational capabilities of their own (Teece et al. 1994) Additionally, the variety of different kinds of strategic economic actors differs considerably between economies, from those dominated by the Chandlerian multi-divisional company to those with powerful trades associations, union federations, and dynamic inter-firm networks that are able to mobilize resources and act strategically. In the latter kind of economy, the legally bounded firm is only one of a number of different types of authoritative integrator and director of economic interests (Whitley 2007).

Third, particular combinations of firm governance characteristics and capability development are likely to dominate market economies with particular kinds of governing institutions, especially when these are complementary, or mutually reinforcing with respect to their implications for firm strategies and prevalent competitive norms. Such complementary institutional regimes vary in their national homogeneity and standardization of leading firm characteristics, with many post-war corporatist ones being more nationally-specific and wider ranging in their scope than arm’s-length ones that tend to leave patterns of business and labour representation, and many features of employment policies, to the discretion of individual actors. As a result, the variety of firm types, and economic coordination and control forms more generally, tends to be greater across subnational regions and sectors in the latter kinds of society than in the former ones.

Finally, the national specificity of such regimes and dominant firm types is empirically variable and contingent upon the relative strength and coherence of key institutions at the national level. This can, and does, change, as the history of the USA in the nineteenth and twentieth centuries illustrates (Dobbin 1994; Roy 1997), not least because of shifts in dominant political-economic coalitions (Amable 2003; Deeg and Jackson 2007; Gourevitch and Shinn 2005). The recent growth of international capital markets, trade, and business regulation may have lessened the significance of national institutional regimes, but the impact of such changes varies between differently organized market economies and rarely amounts to a radical replacement of established systems of economic organization by some ‘global’ economic order (Whitley 2005; 2007).

Equally, the development of new kinds of international capabilities in MNCs has been rather slower and less significant than some enthusiasts for the transnational corporation claimed, as the recent study of APV highlighted (Kristensen and Zeitlin 2005). Indeed, the conditions for developing genuinely transnational organizational capabilities on a long-term basis are much more demanding than is commonly recognized, and may inhibit MNCs’ flexibility and ability to respond to market and technological changes. While some MNCs may become more than national firms with foreign operations, how they do so, and with what results, requires
systematic comparative analysis of different kinds of internationalizing companies, rather than the broad presumption that they are all similar simply by virtue of controlling facilities in different national jurisdictions.
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Introduction

Although a relatively recent institution, the internalized employment relationship is a common institutional feature of modern organizational capitalism. The definition of an internalized employment relationship hinges on the distinction between a contract for services and a contract of service. Instead of selling outputs or products coordinated by the market or the price mechanism (Coase 1937, Simon 1991), a contract for services involves the selling of labour time and the acceptance of the authority of the employer or entrepreneur to control or coordinate the activities of labour within certain limits. The source of these limitations is located in a range of institutional mechanisms including the law, collective bargaining, and social norms.

While the employment relationship varies in its specific characteristics, the institution of an internalized employment relationship is recognized and widely utilized in all advanced capitalist economies.

The employment relationship is not simply a legal contractual institution but also one that operates through social norms and customary expectations with respect to the rights and obligations of employers, employees, and indeed the state. The employment relationship has a pivotal role in an economic system, with consequences that extend beyond the production system to social and family organization.
It shapes not only the terms under which labour power is supplied to and utilized within firms but also the pattern of social stratification and associated standards of living. With the emergence of welfare support for citizens not in employment, the employment relationship also became integrated into state welfare arrangements with entitlements to benefits often dependent upon accumulated time spent in an employment relationship.

The employment relationship has also been recognized as a core institution for understanding the macroeconomy. For Marxists the development of the internalized employment relationship can be linked to capital’s desire to increase the rate of surplus value extracted (Marglin 1974), while for Keynes the fact that the employment contract is made in monetary rather than in real terms provided a basis for his critique of the presumption that the economy will adjust through price changes to full employment. The French regulationist school further integrated the employment relationship into long-run economic cycles through its concept of rapport salarial, which is best rendered in translation as the wage relationship (Boyer 1979). The rapport salarial is not only to be understood as a micro-level institution but as the key institution in the regime of accumulation. It is the wage relationship that links together not only production and social reproduction but also production and consumption. For example, in the Fordist era of mass manufacturing the rapport salarial provided for rising real wage levels and security of employment in return for acquiescence in the development of Fordist production systems. The rising real wages in turn generated the consumption needed to match the growing volume of output in a mass production manufacturing economy.

The regulationist school also focuses on the distributional aspects of the employment relationship, thereby emphasizing the fundamental political function of the institution. The main lines of distribution may be regarded as a macroeconomic characteristic where there is a relatively homogenized employment relationship established at national level—possibly through state intervention, as in France. Alternatively there may be strong intra-country variations in the employment relationship, reflecting the differential influence and power of sectional interest groups both among employers and workers that give rise to protected employment segments (Rubery 1978, Whitley 1999).

One consequence of the integration of the employment relationship into production, family, welfare, and political relations (Esping-Andersen 2002) is that the form that it takes is the outcome of a range of historical and current institutional influences that extend beyond the direct regulation of employment through the legal system and more voluntary forms of regulations such as collective bargaining (Deakin et al. 2007). Also important, if in a more indirect way, are the provisions for skill development embedded in education and training systems and the social arrangements for supporting the non-employed—through the family, employers, or the welfare system. These institutional arrangements not only vary among societies but also within societies, by sector and organization and by occupations or professions. The extent of this internal variation depends on the homogeneity and inclusiveness of societal institutions. To take one of the key dimensions of societal
difference, that is the security attached to the employment relationship, research shows that not only are there significant differences between an employment at will culture in the US and a job for life culture in the Japanese large firm economy, but that these differences spill over into the pay systems, skill and training systems, employee voice, and representation (Brown et al. 1997). These societal differences can be considerable, even if within these two societies there are still both secure and insecure employees.

The employment relationship is in fact one of the main forces implicated in the creation and maintenance of interlocking sets of institutional arrangements that in turn give rise to what has been called societal effects (Maurice et al. 1986; Maurice and Sorge 2000) or the now more frequently used term, ‘varieties of capitalism’ (Hall and Soskice 2001; Whitley 1999). The notion of a societal effect, or indeed a variety of capitalism, is that it is not possible to appreciate the impact of an institutional arrangement in isolation but only as part of a set of interlocking arrangements. The consequence is that despite the apparent commonality of form, to comprehend differences in the form and function of the employment relationship, it is essential to analyse the employment relationship embedded in its societal environment. As Rose (1985) put it:

...while all paid employment embodies ‘exploitation’—the right of the employer to utilize labour capacity to extract a surplus of value—the mediating structures delimiting the exercise of this right are of infinitely greater significance in practice than the right itself, as well as being of interest to the social analyst because of their variability. Moreover, each societally specific employment relationship can be legitimately compared only as a whole. (Rose 1985: 74)

It is through these interconnections that the employment relationship can also be considered a central institution in processes of restructuring and change. This follows from the fact that the form of the employment relationship reflects a social compromise between capital and labour. As Deakin and Wilkinson (2006: 109) summarize:

It is precisely this ‘linking’ of capitalist work relations to the wider risk-sharing role of the welfare or social state which was embodied in the ‘compromise’ of mid-twentieth century social and economic policy, and coded, juridically, in the contract of employment.... Thus the argument for the contract of employment is, in the final analysis, an argument in favour of an integrative mechanism, or set of mechanisms, which makes it possible for a market economy and a social state to co-exist.

However, this integrative role of the employment relationship leaves it open to pressure for change from multiple directions, particularly as the social compromise begins to fall apart. Instead of interlocking institutions acting to constrain change (Streeck and Thelen 2005), there are possibilities of spillover effects from one sphere to another, potentially increasing the scope of change through ripple or domino effects. Thus change to the internalized employment relationship has implications for the survival of the welfare system or the traditional family form. Likewise the origins of pressures for change in the employment relationship may be found in changes in different spheres: for example in the switch from manufacturing to services, in the reshaping of family and gender relations as women aspire to new
roles and in changes in the mode of financing the welfare system or in defining eligibility for benefits.

Pressures for change not only challenge the form of the internalized employment relationship but even call into question its long-term survival for both high and low skilled workers. The rise of the knowledge worker has been associated with the development of more ‘boundaryless’ careers, that are less tied to upward career trajectories within a specific organization and involving not only more inter-organizational mobility but also an increasing frequency of freelance or self-employment (Arthur and Rousseau 1996). In the lower skilled segments the diversification of the labour force and the spread of lean services that link labour deployment closely to client demand are associated with the spread of non-standard employment, involving both more casualized or spot contracting. More triangular employment relationships involving close relations with clients who take on some employer functions (Marchington et al. 2005) add new complexities to the internalized employment relationship. Furthermore, the spread of global production networks (Herrigel and Zeitlin this volume) has potential implications for both the diffusion and the viability of internalized employment. In principle, international value chains could promote high quality employment and production practices to developing countries, including formal internalized employment relationships. However, such an outcome is by no means guaranteed (ILO 2004); international sourcing practices may fuel short-term competition, promoting a greater use of informal employment in both developing countries and developed economies.

This chapter takes up three main issues that have been raised by this short overview of the significance of the internalized employment relationship. First, to understand the origins of this recent but now ubiquitous institution, we review competing theoretical accounts of its emergence and evolution. Second, we explore the scope of variations in the employment relationship and their embeddedness in interlocking societal institutions. Third, as the employment relationship is at the centre of processes of restructuring and change, we review the prospects for the survival of not only the distinctive forms of the internalized employment relationship but also the institution of internalized employment itself.

**Contract for Services and Contract of Service: The Development of the Internalized Employment Relationship**

The origins and evolution of the employment relationship have attracted interest from different disciplines and political perspectives. The main dividing line between competing accounts lies, however, not so much in discipline or political orientation,
but in whether the evolution is understood as driven by the functional needs of the capitalist system or as an outcome of a dynamic process of tension and struggle between competing interests. A variety of ‘rational choice’ or functionalist explanations for the rise of the internalized employment relationship have been offered; for theorists of the firm such as Coase (1937) it provides organizing authority; for neo-institutional economists, such as Williamson (1975), it emerged and survives as an institution because it economizes on transaction costs; for Marx and Marxists it is the basis for the extraction of surplus value, and the emergence of the integrated firm is explained as the means to obtain control over the labour process (Marglin 1974; Friedman 1977). The functionalism derives from the prevailing assumption that the institution emerges to meet an economic need and survives until it is no longer of economic use, or in the case of Marxists, until there is a change in the accumulation regime. Even the regulationist school theorists, despite their historical and broad approach, can be considered, certainly in their earliest formulations (Boyer 1979), to have embraced a rather functionalist perspective in hypothesizing a neat matching between the micro- and macro-needs of the regime of accumulation.

The main opposing stand is to view the rise of the internalized employment relationship as the outcome of wider and more complex processes than that of agents acting in line with economic efficiency imperatives, whether macro or micro in origin. Here the move from more spot contracting or putting out systems to more open-ended employment contracts, underpinned by guarantees of wages and working hours, can be regarded as the outcome of conflicts and subsequent compromises between capital and labour. In some cases these compromises, as in France, are mediated by the state (Supiot 2001). The employment relationship is by nature a contested institution that has evolved to achieve cooperation between capital and labour in productive activities through mediating their conflicting interests with respect both to control and distribution.

The historical study of industrial relations provides support for the notion that the institution of the standard employment relationship is the manifestation of a compromise between competing interests and logics. Its development provided workers with some security of both employment and income, a tendency that was reinforced by the greater opportunities for the development of collective representation within workplaces that were based on stable employment relationships than in spot markets and fragmented putting out systems. Thus it was through collective organization that the compromise was both effected and consolidated (Jacoby 1984, Rubery 1978). These benefits to labour are notwithstanding the scope it provided for greater direct managerial control over the labour process.

Not only has the institution emerged out of conflict but its evolution has varied among countries and legal systems. Work by Deakin and colleagues suggests that in the UK the rules of the formal employment relationship emerged after industrialization and in fact evolved out of ‘the quasi-penal master servant model’ that preceded internalized employment relationships (Deakin and Wilkinson 2005). In contrast, in France, private law codes were both introduced before widespread industrialization and were based on a concept of equality between worker and employer that was
notably absent in the UK case, where priority was given to the ownership rights of employers (Deakin et al. 2007). These differences in legal approaches continue to influence the nature of the employment relationship, with stronger employment protection offered under the civil law codes than the common law system in the UK.

However, while the common law system, as prevails in the UK, allows for continuous and incremental change through case law in the definition of the employment relationship to meet changing conditions, recent work has pointed to considerable change and adaptability within the apparently more rigid civil law systems such as are found in continental Europe (Deakin et al. 2007). Differences in the employment relationship are not therefore only, or primarily, explained by the legal origins of different national models.

A further major influence on the evolution of the employment relationship is social policy. In the UK it was the formalizing of the welfare state that triggered in turn the formalization of a contractual continuous employment relationship (Deakin and Wilkinson 2005). In most welfare systems eligibility conditions for social protection and health benefits as well as taxation rules are linked in various ways to the form of the employment relationship, with the standard full-time employment relationship often privileged over other contracts. As Supiot explains:

> the core feature of the (Fordist) model, present everywhere to some extent, is the crucial importance of standard full-time non-temporary wage contracts (particularly the adult men), centring around the trade-off between high levels of subordination and disciplinary control on the part of the employer and high levels of stability and welfare/insurance compensations and guarantees for the employee (extended to family members as a result of the high, homogeneous existence of stable forms of nuclear households). (2001: 1)

The incidence of other contract forms, such as part-time work, will be influenced by whether eligibility and taxation rules distinguish between work on a part-time (or low income) basis and other forms of employment. Such distinctions serve to embed social relationships—such as the male breadwinner model of household organization—in both the organization of employment and the welfare system, thereby creating potential problems of adjustment to changing social relations, including household arrangements.

The evolution of the employment relationship as an institution is also linked to the development of the economic system and its associated institutional framework. The employment relationship itself is a dynamic relationship, subject to constant renewal and renegotiation. One reason for the use of an open-ended internalized contract is the difficulty of anticipating the changes that will be required, but which will inevitably occur. Not only is the agreed content of the work tasks subject to continuous evolution, with changes in products, technologies, and clients, but the implied contract with respect to reward for labour is also constantly under review. The terms of the exchange are subject to a range of internal and external influences; the cost of the contract to employers varies according to the product price, revealed productivity, and the opportunity cost of new hires, particularly for skilled workers. While the value of the contract to employees depends upon retail price inflation and,
in contexts where labour is regarded as mobile, on the relative change in earnings for other employees both within the organization and in other segments of the economy.

This evolution also establishes precedents and practices that may be used in future renewals of the employment relationship. For many economic theorists, the use of custom and practice in shaping the employment relationship has been viewed as a source of rigidity and evidence of lack of adaptation to change (Hicks 1932), but a more interesting conceptualization is found in the industrial relations literature, where appeal to custom and practice and precedent are part of the dynamic bargaining that takes place over a changing wage-effort relationship (Marsden 1986; Brown 1973).

The development of the open-ended employment relationship has also been identified as a means of resolving two key dilemmas for capital, namely that labour retains its own free will and that any investment in skills and knowledge remains under the control of labour, whoever funds the investment in the first place. For Marsden (1999) the internalized employment relationship provides benefits for both employees and employers by providing ‘a very flexible form of coordination and a platform for investing in skills’, thereby providing a basis for resolving both dilemmas. Employees accept control in return for the security offered by the employing organizations and the open-ended employment relationship provides a basis on which firms may at least share the costs of investment in skills, as they may be able both to recoup the investment through the higher productivity of the workforce and capture the knowledge developed within their own internalized routines, thereby creating the basis for firm-specific comparative advantage. These benefits apply particularly in the case of firm-specific skills. On this basis, Marsden views it as one of the two great innovations behind the rise of the modern enterprise.2

Significantly, for Marsden, it is not simply the internalized employment relationship but its elaboration into a set of work rules that provides the basis for the key institutions—which he labels an employment system. He shows that there are alternative methods of resolving the key control and skill development dilemmas, but that these choices are embedded in societal arrangements, thereby constraining choice at the organization level (see below for further details). Likewise Whitley (1999) provides a categorization of different dominant work systems linked to interest group formation. Societal variations in the dominant form of the employment relationship can thus be expected to reflect not only societal differences in social status systems and welfare benefit arrangements but also societal differences in education and training systems (Crouch et al. 1999) and in interest group formation including industrial relations (Whitley 1999) which in turn influence the form of work organization.

The multiple functions served by the employment relationship and its embedding in contested relationships allow considerable scope for the employment relationship

---

1 See below for differences between societies where employment tends to be for life and those where some mobility between employing organizations is possible.

2 The other being the notion of a limited corporation.
to vary both in content and meaning between ‘varieties of capitalism’. Such variations may be in part unplanned and subject to happenchance in their origins but nevertheless become embedded in the complex interactions between the production systems, the welfare state system, and the family system. As such, the particular form of the employment relationship cannot be clearly separated from the other institutional arrangements that underpin the particular national business system or welfare state arrangement.

**Variations in the Form of the Employment Relationship: The Impact of Different Institutional Contexts**

The range of variation in the form of the employment relationship is explored in this section. Where the employment relationship as an institution is highly codified and places strong limits on the discretion of employers, particularly with respect to termination of employment, there may be incentives for the maintenance of non-standard employment or contracts for services, although these incentives may be offset by strong enforcement of regulation across all employment forms. There will also be variation in the extent of standardization within countries—by sector, region, or employment status group.

To capture variation within as well as between societal systems we draw on the insights of both the varieties of capitalism/societal effect schools (Hall and Soskice 2001; Maurice et al. 1986, Maurice and Sorge 2000), and labour market segmentation theory (see Rubery 2007), thereby explicitly recognizing divisions by sector and firm, class, gender, etc. These divisions emerge not only out of the incentives and opportunities created by societal level institutional arrangements to remain outside standard employment relationships, but also out of the specific historical developments and logics within different types of sectors and employing organizations. Again interactions are present; for example, the more the formal employment system has evolved as an exclusive system, oriented towards the male worker as a prime breadwinner, the more likely it is that the excluded group will be engaged in more informal work such as homeworking.

To simplify the analysis, the issues of variations within and across countries will be explored with respect to four key dimensions to the internalized employment

---

3 Non-standard employment may be brought within the regulatory net through action to control the organizations providing non-standard employment or formalization may work though social norms and welfare state arrangements that reduce the supply of people willing to work outside employment arrangements, within the social protection/legal regulation net.
Security of employment

The protection provided by law with respect to the security of the employment relationship has been adopted as the primary indicator for describing varieties of employment systems by international agencies and by market economists. The OECD has a well developed and sophisticated index of employment protection (see Table 17.1) which distinguishes between employment rights for those on open-ended contracts and the regulations surrounding the use of non-standard employment contracts, such as temporary and fixed term. The implied position of the OECD is that the ‘employment at will’ doctrine found in the US is the appropriate norm against which to measure the protection offered in more rigid—and by implication less efficient—employment systems. The index now includes three dimensions of employment security; protection against individual dismissals, regulation of temporary contracts, and regulation of collective dismissals. Although the general direction has been towards less employment protection, much of this has come from deregulation of temporary contracts and there remain significant differences between countries both in overall scores and in their rankings across the three dimensions to the index. Furthermore the countries normally regarded as liberal economies—particularly the US, UK, Canada, and New Zealand—have the lowest scores.

The high level of formal protection offered to those on open-ended contracts in countries such as Spain is used to explain both the high share of workers employed

---

4 There are a range of dimensions that can be chosen. For the regulationist school—see Boyer (1986)—the rapport salarial relates to the organization of the productive process; the hierarchy of qualifications; the mobility of workers; the principles of wage formation (direct and indirect); and the utilization of wage income (1986: 18). These dimensions reflect the interest of Boyer and others in the periodization of capitalism—across regimes of accumulation. The dimensions chosen here perhaps reflect more varieties within a regime of accumulation and are less concerned with the micro/macro linkages through consumption and more concerned with both varieties of production systems and varieties of social relations and gender regimes.
# Table 17.1: Index of employment protection legislation: summary scores

<table>
<thead>
<tr>
<th></th>
<th>Overall EPL strictness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Version 1 (based on scores 1 and 2)</td>
</tr>
<tr>
<td>Australia</td>
<td>1.0</td>
</tr>
<tr>
<td>Austria</td>
<td>2.9</td>
</tr>
<tr>
<td>Belgium</td>
<td>1.7</td>
</tr>
<tr>
<td>Canada</td>
<td>1.3</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>—</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.5</td>
</tr>
<tr>
<td>Finland</td>
<td>2.8</td>
</tr>
<tr>
<td>France</td>
<td>2.3</td>
</tr>
<tr>
<td>Germany</td>
<td>2.6</td>
</tr>
<tr>
<td>Greece</td>
<td>2.5</td>
</tr>
<tr>
<td>Hungary</td>
<td>—</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.6</td>
</tr>
<tr>
<td>--------------------</td>
<td>------</td>
</tr>
<tr>
<td>Italy</td>
<td>1.8</td>
</tr>
<tr>
<td>Japan</td>
<td>2.4</td>
</tr>
<tr>
<td>Korea</td>
<td>—</td>
</tr>
<tr>
<td>Mexico</td>
<td>—</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.1</td>
</tr>
<tr>
<td>New Zealand</td>
<td>—</td>
</tr>
<tr>
<td>Norway</td>
<td>2.3</td>
</tr>
<tr>
<td>Poland</td>
<td>—</td>
</tr>
<tr>
<td>Portugal</td>
<td>4.8</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>—</td>
</tr>
<tr>
<td>Spain</td>
<td>3.9</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.9</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.2</td>
</tr>
<tr>
<td>Turkey</td>
<td>—</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.9</td>
</tr>
<tr>
<td>United States</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Source: OECD Employment Outlook 2004. Data for Slovak Republic have been revised since the publication.
on non-standard or temporary contracts and the low overall employment rate, as employers are apparently dissuaded from ‘permanent’ employment creation by the potential costs of lay-off. However, the index treats the degree of employment security within the institution of the employment relationship as a function primarily of legal regulations. It is, though, not only legal rules but how these are understood and implemented that matters. To take the example of Spain, the trend towards reduction in employment protection for those on standard employment contracts has only had a limited effect on the use of temporary contracts (Amuedo-Dorantes 2001). This suggests that the decision as to which contract to use depends not only on a strict economic calculation of costs and risks but is also influenced by social norms; whatever the legal rules and associated direct costs of termination, employees on open-ended contracts in Spain expect these contracts to be permanent. Similar arguments can be made to explain the tendency of the public sector in the UK to make greater use of temporary contracts than the private sector (Kersley et al. 2006); in practice the legal protection offered to employees is low and similar between both employment forms, but public sector employers are aware of social expectations that public sector employment should be permanent unless jobs are explicitly signalled as temporary.

Even in the US the security of employment tends to be higher than might be expected, given the employment at will legal system. Indeed over time there has been some modification made in legal protection at state level to reflect the practices by which employers tend to provide guarantees of employment security for those performing at adequate levels of productivity, and to use due process in the termination of employment (Muhl 2001). In the US the risk of individual litigation on issues of race and gender equality has also been a major factor prompting employers to adopt institutionalized procedures with respect to grievance and dismissal (Dobbin et al. 1993; Piore and Safford 2006).

Thus, the extent of variation in the employment protection can not simply be read off from directly-related legal rules. The need for employers to motivate labour and induce loyalty and commitment to the organization tends to provide for some degree of protection in practice, even where this protection is not vested in the law. Thus trends towards deregulation of employment protection may have less impact on practice in those countries and organizations where the social norm of permanent employment is deeply embedded such as in Japan. Likewise, weakening of social norms or changes in mechanisms of enforcement may result in changes in effective employment protection, independently of changes in legal rules. In Britain, for example, employment protection was effectively ensured through trade union action prior to 1971 when unfair dismissal legislation was first introduced, although of course limited to well-organized sectors. The weakening of this legal regulation in the 1980s took on greater importance because of the decline in trade union power and presence.

Differences between societies with respect to collective dismissals’ protection may result in even greater variations in practice. Legislation is a key determinant both of the procedures through which dismissals have to be agreed and the compensation
payable. However, there is still a major role played here by social norms and shared understandings. The so-called job for life system in Japan has been established and maintained by social convention rather than by legislation. Problems of excess capacity and/or reduced productivity of individual workers are still mainly coped with through transfers to subcontracting organizations and by reduced hiring (Kato 2001).

Institutional arrangements and mechanisms used for adjusting employment to demand are often strongly linked to other institutional characteristics of the employment system. The focus in Germany on consultation and co-determination puts the works council at the forefront of negotiations over possible redundancies, and options for redeployment are explored at the workplace level before redundancies are called for. In France it is the state that gets involved in the approval process for collective dismissals, thereby following the model of France as state-led capitalism (Bosch 1992; Schmidt 2002). The available support for dismissed workers also influences practice; where there are state subsidized periods of temporary lay-offs, organizations are more likely to resort to temporary lay-offs, even of staff whom they are anxious to retain in the long term owing to their skills and knowledge.

This system is taken to the extreme in Denmark where the state provides generous support for staff laid off by companies, many of whom are frequently rehired. The costs of insecurity are thereby shared by the society through taxation to support the so-called flexicurity system (Madsen 2004). Analysing the degree of employment protection offered thus requires an understanding both of the institutions that provide alternative modes of support and of the behaviour of employers with respect to re-employment of laid-off workers, and so cannot be limited simply to the issue of dismissals or labour turnover.

The codification of the open-ended or standard employment relationship and its associated level of employment protection has its counterpart in the definition of other forms of employment that may stand outside these legal and social norms. One of the objectives of recent European initiatives in the area of non-standard employment has been to encourage member states to reduce the gap in legal protection between standard and non-standard employment. Directives providing for non-discrimination compared to full-time or permanent employees have been passed for part-time workers and staff on fixed term contracts but a similar directive for agency workers is still blocked at European level. These attempts to ‘normalize’ and improve protection for flexible working have been introduced alongside a general policy to reduce the degree of legal protection afforded to those on full-time and open-ended contracts, thereby promoting harmonization of protection from above and below. However, the spread and extent of non-standard forms is not simply related to regulation of employment; also important are the form of the family and the welfare system and indeed the organization of the production model, as we discuss further below.
Time and the employment relationship

While the codification of security attached to the employment contract provides workers with protection against the cessation of work opportunities, the struggles around working time have been aimed both at ensuring that employers provided regular work in continuous working days and at reducing the risks of employees working long hours, according to the dictates of the contracting employer. That is, the development of an internalized employment relationship involved the agreement to work under the control of the employer for regular and predictable periods of time, with time limits, and regulations that needed to be observed by both employees and managers (Thompson 1967). Where management wished to breach the time limits—by requesting overtime or unsocial working hours—the cost was the payment not only of additional hourly wages but also a premium rate for extra or unsocial hours. Work that interfered with shared family and community leisure time—for example, Sunday work—has been particularly likely to be paid at premium rates.

Although the regulation of working time has been important in all capitalist societies, the particular emphasis placed on elements of working time norms and regulations have varied between societies and indeed among types of sectors, firms, and labour force groups. These variations may be attributed to both different institutional arrangements and differences in actors’ orientations, even though separation of these effects is both empirically and theoretically complex (see Jackson this volume). There are major differences in the focus of union actions in, for example, Germany, France, and the UK. In the former two countries, the main orientation has been to reduce working hours to protect shared leisure time and to use working time reductions to alleviate unemployment. In the UK campaigns to reduce the standard working week have been used as much to change the wage-effort bargain and to improve the prospects for overtime working (Rubery 1998). These differences in orientation arise out of differences in opportunities for trade unions to influence the wage-effort bargain.

In the UK, campaigns to reduce working time have been used at the local level to increase earnings from overtime, but in France the main space for union action has been to influence the policy of national governments, including state regulation of working hours and there has therefore not been the same link back to pay bargaining. In Germany, the focus on shared leisure time is found not just in working time negotiations but also in regulations governing private activities—including restrictions on shopping time and mowing lawns on Sundays. Trade unions, in supporting these regulations, may be regarded as reflecting and reinforcing social norms. Differences in social norms with respect to leisure time and family life are also evident in the greater emphasis in most of Europe on extending paid holiday entitlements, in contrast to the US and Japan where short holidays, or working through holiday entitlement, is much more commonplace. However, up until the 1970s it was the US where working times were shorter and paid holidays longer, indicating the potential for changes in social norms and practices (Schettkat 2003).
Differences in social norms, regulation, and actors’ orientations can also be found with respect to non-standard working time arrangements. Variations in the utilization of part-time work, for example, are first of all related to differences in the historical integration of women into the wage economy and the associated gender division of labour; Finland has few part-time workers compared to Germany as women were integrated directly from full-time work in agriculture to full-time work in industry and services (Pfau-Effinger 1998). Variations in incidence also reflect social protection regulations; many societies have traditionally linked access to social protection to employment status as full-time continuous employees, thereby reinforcing distinctions between standard and non-standard working time contracts. In the USA part-time workers are often excluded from health benefits, a practice that has not been found to be discriminatory, unlike similar exclusions in Europe which have fallen foul of European laws on equal treatment for women and men, which allow for indirect as well as direct discrimination. As a consequence part-time work is an employment form more confined to students and disadvantaged workers and a less common employment form of choice for prime age women in the US (Drago et al. 2007).

Actors’ orientations have also been significant. In southern Europe in particular (Karamessini 2008), part-time and other forms of non-standard work have been regarded by trade unions as a threat to the standard employment relationship and the associated protection of employment and income, independent of the availability of work. The EU has pressed member states through legislation and through its soft law policies to reduce the barriers to part-time work that were set up in many member states where part-time was regarded as not only an unattractive model for the participant but an illegitimate form of employment relationship. While there is now some harmonization of employment and social protection legislation, there are still substantive differences among European countries in attitudes towards, and the employment conditions of, non-standard workers, in part associated as Supiot (2001: 223) points out, with whether the development of non-standard working has emerged from a process of collective bargaining as has been the case in, for example, the Netherlands.

Authority, work organization, and the employment relationship

The legal and social norms associated with the employment relationship both influence and are influenced by modes of skill development and utilization. The prime division is between internal labour market systems, which provide a basis for firm-specific skill development, and occupational labour markets, where employees develop skills and competences that are recognized as general skills by alternative employing organizations. Occupational labour markets are often supported by the formation of strong interest groups that operate outside of employing organizations (Whitley 1999), while internal labour markets are shaped by the employing
organizations themselves. The institutional configurations associated with the development of either strong internal labour market systems or strong occupational labour markets are both demanding and specific, and many countries and even sectors or organizations in practice operate hybrid systems (Rubery and Grimshaw 2003). Internal labour market systems are based on institutional arrangements that minimize the risk of poaching and provide employees with long-term employment guarantees. Here the prime example is post-war Japan but the extended recession from 1990 and other factors have led to questioning of the survival of the job for life system even within the large employer segment.

Strong occupational labour markets require employers to recognize common qualifications and to organize their job structures to facilitate the transfer of labour between organizations. Again there are problems faced by the key exemplars of the occupational labour market systems—Germany and Austria—in maintaining employer commitment to training, but the close connection between job category and the training/qualification of the employee has been largely maintained (Gangl 2001). Attempts to transfer such pure systems to other institutional contexts have, however, proved very difficult due to the need to align not only systems of education and training with workforce expectations but also to ensure employer design of jobs and pay structures supports an occupational system (Marsden 1986).

The emergence of the different institutional arrangements for skill development has been interpreted through different lenses. Mainstream and transaction costs economists (Williamson 1975), and even some segmentation theorists (Doeringer and Piore 1971), attribute the emergence of internal labour markets to employers’ rational search for mechanisms to protect investment in firm-specific skills. These explanations do not account for the use of different ‘solutions’ to the issue of skill development found across countries for similar sectors. Moreover, instead of the rational employer account, where internal labour markets were established by employers to protect their investments, an alternative interpretation is that these internal labour market systems emerged as a consequence of the success of trade unions in requiring employers to offer more continuous and protected employment to replace practices of spot market contracting (Jacoby 1984, Osterman 1994). Occupational labour markets tend to be reinforced by a system of licences to practice and thus may be dependent upon both legal regulations and the historical development of both training and accreditation systems. Where occupational labour markets are not reinforced by external accreditation tied into the vocational training and the education system but instead are reliant on trade union organization of the craft labour process—as in the UK—they have been the most open to erosion through employer strategies of work reorganization.

The form of skill development adopted by country and, indeed, sector is closely associated with and reinforced by other institutional dimensions to the employment relationship. Pay systems, collective bargaining arrangements, and trade union organization will all be influenced by whether the primary organizing concept is occupation and skill qualification, on the one hand, or organizational identity and seniority,
on the other. Marsden’s (1999) theory of employment systems seeks to demonstrate that different systems of skill development are linked to different systems of work organization and authority systems; thus the ‘production’ ‘approach’ more clearly related to internal labour markets tends to ‘mould men to tasks’, while under the ‘training approach’ linked to occupational labour markets, tasks are organized according to their similarities in training requirements.

Marsden also allows for differences within these two approaches; the more Taylorist task-centred production approach is associated with countries such as the US where internal labour markets are used but in a weak form and there is less scope for investment in skills (see Table 17.2 and Cappelli et al. 1997). A function-centred approach places emphasis on competences that develop idiosyncratically within a specific internal labour market but, nevertheless, both provide the employee with more scope for discretion and rely on the employee’s longer term commitments to the organization—as found in Japan. The training centred approach also has both a weak form—the apprenticeship system in the UK that established job territories but limited skill development—and a strong form, labelled the qualification rule, that is associated with the German occupational training systems where recognized qualifications are the basis for a person-oriented division of responsibilities. Differences in the utilization of these work rules can be expected not only across countries but also across sectors, organizations, and types of workers.

These varieties of approaches to skill development and to work organization also provide for both differences in the scope for acquisition of tacit knowledge and for differences in the strategies of employers to harness tacit knowledge in the interests of the organization. This issue is discussed further below, where we address the implications for varieties of capitalism of these different institutional forms. Here we should note that the ways in which employees are managed and controlled are strongly associated with the system of skill development and work organization. Hierarchical internal labour market systems are more likely to draw on managerial expertise, including people management skills, while occupational labour market systems tend to develop task-continuous status hierarchies where supervisors’ knowledge and competences match or exceed those of the supervisee (Maurice et al. 1986, Offe 1976).

Employee voice mechanisms constitute another dimension to the management control system (Dundon et al. 2004). One of the key differences between varieties of

<table>
<thead>
<tr>
<th>Table 17.2: Marsden’s varieties of employment systems</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task-centred rules</strong></td>
</tr>
<tr>
<td>Work post (e.g. France, US)</td>
</tr>
<tr>
<td>Competence rank (e.g. Japan)</td>
</tr>
</tbody>
</table>

Source: Based on Marsden (1999).
capitalism is in the use of employee voice mechanisms. These differences in part reflect different provision for employee voice in formal regulations at national or pan-national level; examples at national level include Germany’s co-determination laws and at pan-national level, the EU directives on information and consultation. The impact of regulations also depends on social norms and political ideologies, with Germany’s emphasis on co-determination in line with the wider institutions of consensus and non-market coordination. However, there may also be differences within countries on the importance that organizations place on systems that promote voice over exit (Freeman and Medoff 1984).

**Reward and the employment relationship**

Reward patterns are the outcome of institutions for pay setting; such institutions in most societies involve formal pay and grading systems, although the degree of formality and their constitution at national, sectoral, organizational, or occupational level will vary among, and indeed within, societies. These grading structures and their mode of operation tend to be strongly influenced by social norms with respect to the principles upon which pay is awarded; pay structures may be differentiated by qualification of the employee (e.g. separate pay scales for graduates), status (separate pay structures for blue- and white-collar workers), performance (individuals or group grading or bonuses), seniority (pay increments by years of service), age (age-related scales), family position (supplements for children or spouses), timing and length of working hours (different pay and benefits of part-timers) etc. Systems of reward are linked to social welfare systems (for example, the link between pay and pensions), to social and family systems (for example the embedding of gender discrimination in pay systems), and to production systems and employment security (for example, so-called ‘deferred reward’ systems can be more readily used in job for life systems and to reward staff with firm-specific skills).

Pay and reward systems may also influence the utilization of particular types of labour; for example an incentive for taking on non-standard employees in the past was that they tended to be excluded from elements of reward including pensions and other fringe benefits. Such discrimination within the same employing organization is now not allowed within the EU but is legal in the US. However, this does not necessarily lead to an increase in part-time workers as many employees are reluctant to take on part-time work if it does not provide access to important health insurance benefits. Thus, the take-up of opportunities for cost reduction is conditioned in turn by social norms and more specifically by the availability of a labour supply that accepts exclusion from social protection and other employment rights.

There are pressures for change in internal pay structures related to the use of alternative forms of employment and different sources of labour supply. These pressures are towards more individualized pay, less seniority pay, and less time-based pay (replaced by more results-based pay and fewer unsocial hours payments
(Rubery et al. 2005)) but scope still remains for divergence in norms and principles and in the range of pay across societies. There are also pressures to ‘equalize’ costs and risks associated with standard and non-standard employment within the EU. These include not only upward harmonization of employment protection and social security rules for non-standard workers but also reductions in the income security enjoyed by those on standard contracts (Supiot 2001), for example, through greater emphasis on performance-conditional pay and towards lower guaranteed pension entitlements. Nevertheless, significant differences in risk and entitlements remain between internalized standard employees and non-standard employees related to both formal and informal practices that distinguish between employment forms.

**Pressures for Change in the Form of the Employment Relationship**

Pressures for change in the employment relationship raise two main issues for institutional analysis. First, are these pressures leading to a greater convergence in employment forms and if so, what are the prospects for the survival of distinct forms of employment organization, and therefore for the survival of divergent varieties of capitalism? This is the question addressed in the first part of this section. In the second section we consider the survival of the notion of a standard internalized employment relationship in the context of the growth of non-standard forms of employment.

**Changes in the employment relationship and the implications for varieties of capitalism**

The institutional form of the employment relationship is both multi-faceted and embedded in a range of social and economic institutions at a micro- and macro-level. The complexity of this institutionalization of the employment relationship provides a firm foundation for the proposition that there has been, and continues to be, scope for the development of divergent paths for capitalism (Hall and Soskice 2001; Whitley 1999). However, close analysis of the development of the specific form of the employment relationship suggests that the complementarities between and the interlocking of national institutional arrangements should not be overstressed. Firstly, the origins of these different forms of employment relations appear to be found in specific conjunctural factors and not in planned developments of different forms of capitalism; for example, the job for life system in Japan that became the
backbone of the Japanese production model came into existence, according to Weiss (1993), through the actions of the state that sought to safeguard Japanese military interests in the Second World War period and was not linked to strategies of employers to develop a particular form of Japanese production model.

Similarly, the lack of legal employment protection in the UK is not to be explained by a dominant free market model with no countervailing power against employer prerogative but by the preference for a collective laissez faire system among both trade unions and by employers over a formal, legally enforceable labour code (Sisson 1987; Deakin and Wilkinson 2005). This approach allowed unions, where they were strong at the workplace level, to exercise their maximum strength but at the expense of the establishment and enforcement of a common minimum set of employment conditions and protection. Employee voice mechanisms in Germany were brought in as part of the post-Second World War settlement and not because they would sustain the high trust relations needed for diversified quality manufacturing (Roe 2003).

Secondly, although the emergence of interlocking institutional arrangements may provide a constraint on change, there is a danger in overstressing stability due to ever present conflicts and contradictions that may generate pressures to unpick or rework the institutional framework. The notion that within a variety of capitalism there may be not only a dominant but also dormant or deviant modes has been recently explored by Crouch and Keune (2005) to explain the ease by which the UK moved from a Keynesian and voluntaristic mode of production to a monetarist neo-liberal mode under Thatcher. The exclusion of the powerful City from the previous prevailing consensus was identified as providing an important source of support for her transformation agenda. Moreover, even those agents of capital that did acquiesce in the Keynesian and voluntarist mode were also willing to challenge the accepted mode of regulation once they perceived a new opportunity to rebalance power between capital and labour.5

Four main reasons can be suggested for the increased scepticism in recent years over the viability of alternative modes of employment organization and the associated varieties of capitalism. The first relates to the dominance of the standard employment form, as identified in typologies and comparative analyses. Ever since the surge of interest in comparative research, following the development of the societal effect school (Maurice et al. 1986) and the parallel interest in varieties of capitalism (Hall and Soskice 2001), there have been references to the problems of making comparisons between countries without reference to varieties within countries between sectors and types of firms (Hollingsworth et al. 1994). The focus in most comparative work was on the dominant sector, large firm manufacturing (sometimes in fact the car industry), that was considered to be the driving force in the economy. The growth of services as the dominant force in most advanced economies means that this argument can no longer hold sway; manufacturing

5 This possibility allows for agency on the part of employers that is not present in versions of varieties of capitalism that stress the complementarities of the arrangements and downplay the continuing tensions between competing interests (Lane 2000).
cannot be the only area of interest and there is therefore an increased need to recognize the diversity between sectors and types of organization. The issue is not just that there may be a need for more heterogeneous employment arrangements but also that those institutions that support productive employment arrangements in manufacturing could inhibit the development of strong services sectors.

For example, the debate in Germany questions whether the successful manufacturing mode is creating problems for the growth and development of a more flexible service economy. Within the service economy, it is unclear if there will be a trend towards more egalitarian, team-based and flexible systems or towards new forms of polarization between high skilled and low skilled, low discretion work. However, the outcome will depend on trends in industrial organization, whether towards complex forms of network organization, based on varieties of outsourcing arrangements, or towards a reintegration of production systems to facilitate internal flexibility and the development of internal resource-based comparative advantage. Divergent tendencies may well be found at both national and sectoral level.

The second factor in the debate is the increased permeability of national employment and business systems, through trade, production chains, and international ownership. These developments not only place systems in more direct and short-term competition with each other but also lead to the introduction of actors—for example, foreign-owned MNCs—who have neither been party to nor have any real interest in the forms of social compromise that have underpinned the joint development of employment and welfare systems. Furthermore, MNCs may also bring into the national environment ways of doing things and ways of viewing current practices that challenge existing arrangements and may result in a wider variety of modes of employment arrangements existing within a national boundary. This diversity of course remains constrained by the need to meet legal requirements and to fit to some degree with some customary expectations in the host country. The introduction of new practices may also spill over on to practices in domestic companies. Much of the research around the impact of Japanese transplants has also studied the impact of the Japanese owned transplants not only on the transplants themselves but also on locally owned firms; in both cases there is evidence of hybridization but the foreign owned plants tend to follow more closely the practices in the home country, while the domestic plants adopt new practices in a more ad hoc and opportunistic fashion (Doeringer et al. 1998). The overall trend appears to be towards hybridization and the presence of both home and host country effects. Again much of this work has concentrated on manufacturing and rather little is known about the impact of transplants on employment practices in services.

The third factor is the growth of pan-national regulatory and ideological influences that are shaping policy at national level and questioning therefore the survival of distinct employment arrangements within national boundaries. Notions of one best way of managing employment emanates not only from business schools but also from international think tanks such as the OECD whose influential Jobs Study in 1994 provided a legitimation for governments to start or to continue to pursue a process of flexibilization of employment security and a process of reducing
wage and social protection. A more direct influence on European economies has come from the European Employment Strategy under which all European countries have in principle signed up to pursuing a common set of guidelines in the interests of modernizing both the employment and the welfare dimensions of their specific social model (Rubery et al. 2008). All member states have adopted to some degree the notions of activation, flexibility, make work pay, and even gender equality as principles around which they should refashion their employment and welfare arrangements. These agendas have direct relevance for various aspects of the employment relationship; for security, working time, reward, and for divisions between these in standard and non-standard employment.

The fourth factor to challenge the survival of traditional dominant modes of employment organization is the changing composition of the labour force. One trend is towards both a higher qualified and potentially more individualistically oriented labour force. Another is towards an increasingly internationally mobile segment of the workforce, both among the higher and the lower qualified. These trends may lead to a rethink of institutional modes of recruitment, management, and career development. For example, interest in international mobility could reduce commitments by the educated elite to nationally-specific employment arrangements such as the job for life system in Japan. Likewise, employee voice systems as developed in countries such as Germany primarily around the traditions of craft labour may need to be reshaped to meet the interests of more individualistic graduate employees. Further, the increased flows of migrants even from within the EU may be seen to provide alternative sources of skilled labour, reducing commitments to internal training systems such as the German dual training system.

Another major trend is towards a much higher rate of feminization of the labour force. This increase in female labour may raise issues of the survival of the standard employment relationship, particularly where this is strongly tied to full-time continuous employment (Vosko 2006). While there are a number of examples of societies that have moved to a dual full-time earner family system, it might be more appropriate for societies to rethink the standard employment model to allow more variations in hours of work for both men and women over the life cycle without the incurrence of major penalties in wages and career prospects. However, such developments require a renewed political will to reshape the institution of the employment relationship to meet changing gender roles and aspirations. Certainly, the growth of female employment has meant that the non-standard employee can in most societies no longer be regarded as a marginal employment form. As a consequence such policies that have been based on exclusion of certain types of employment from employment security or social protection may become less and less acceptable. Extended life expectancy and the challenges this poses for both the timing and the funding of retirement is another factor requiring a rethinking of standard employment arrangements.

Under these four sets of factors, there is a clear likelihood that we will see wider varieties of forms of employment within national boundaries and the possible disappearance of an overwhelmingly dominant form of employment organization. The development of services and the changing composition of the labour force have
served to highlight a heterogeneity that was already present. However, the sectors that were previously marginalized are now moving to centre stage. There is still scope for variations in the degree of heterogeneity within countries; the stronger and more inclusive the national forms of regulation and complementary institutional arrangements, the less scope there is for variations at sector or organizational level. However, the agenda of the European Employment Strategy has been to encourage the weakening of dominant national employment modes and to promote harmonization of protection and rights across the whole range of employment forms. These tendencies do not necessarily point to a simple convergence of employment and welfare models within Europe. The paths being followed by European member states, even if guided in some sense by the principles of the European Employment Strategy, are quite diverse and are having quite different impacts on social and economic outcomes (Jepsen and Serrano Pascual 2006; Rubery et al. 2008). However, these divergences are related primarily to divergent welfare institutions, gender regimes and patterns of domestic labour, and differences in political agendas and policy priorities. The notion at the heart of the varieties of capitalism concept that distinctive employment arrangements may promote comparative advantage in the international economy has not been integrated into the European policy agenda (Rubery et al. 2008). Evidence of convergence is thus weak but the implications of the different paths for future comparative advantage are not yet researched or understood.

Prospects for the institution of the employment relationship

The survival of the notion of a standard employment relationship has been put in question by the growth of network forms of work organization. The knowledge economy, in which the knowledge vested in individuals takes on greater economic significance, could allow these individuals to use their enhanced market power to operate as semi-autonomous workers, possibly on a freelance or self-employment basis. At the extreme it is argued there could be a reversal of the subordinate relationship between employee and employer, with employees holding the power in a knowledge-intensive society (Miles and Snow 1996). These predictions have so far not been well supported by strong trends either towards self-employment or towards evidence of empowerment. Examples of new forms of network relationships that blur the distinctions between employer and employee as in Hollywood (Marsden 1999: 239–40) or Silicon Valley (Saxenian 1996; Barley and Kunda 2004) have not spread to a wide range of sectors or countries.

Moreover, comparative research on the new media industry, an archetypal new knowledge economy sector, has found that the collapse of organization-centred employment careers in favour of freelance work has occurred more in the US than in Sweden or Germany. Furthermore, although the downturn after the ‘dot.com bust’ around the turn of the century led to more open unemployment in Germany
following lay-offs, the high risks absorbed by the workforce in the USA were more disguised as the freelance workers continued to compete for a shrinking supply of work (Christopherson 2004). Thus, while network relationships may under some conditions provide considerable power and autonomy to the workers—for example IT and new media workers in the dot.com boom—in economic downturns they face major economic risks, including lack of work or falling prices for work, and even in the good years will have to devote a large amount of time to securing the new contracts (Christopherson 2004). Issues such as access to welfare benefits and health insurance clearly constrain the development of freelance working arrangements, particularly in the US, even in contexts where workers have considerable power through the importance of their tacit knowledge (Barley and Kunda 2006).

However, while the decline of the internalized employment relationship, even for highly mobile knowledge work, has been exaggerated, some changes to the nature of the internalized employment relationship may be taking place. These changes involve a blurring of the division between contracts of service and contracts for service in important respects, as pay and performance for employees rely more on their initiative in generating new business for their employers (Supiot 2001; Collins 2001).

A related development is the consequent tendency for business-to-business contracting to impact upon the employer–employee relationship (Marchington et al. 2005). The triangular relationships between employer, employee, and client result in employees often being subject as much to the control of the client as the employer. Indeed, the terms of the business-to-business contract may in many aspects predetermine the terms of the employment relationship—particularly where performance requirements and rewards are specified in the subcontract. The extent to which the internal employment relationship is influenced by such contracts depends in part on the regulatory framework and social norms. However, it is also the case that in societies such as France, where the historical norm has been for the employer and the state to absorb risks in return for employees’ subordination (Supiot 2001), the intrusion of commercial relations into the employment relationship may imply a more significant break with past precedent than in the US or the UK, where the absorption of employee risk has always been less complete.

This discussion of differences in the institutionalization of the employment relationship leads to a second debate and that is the extent to which protections associated with the standard employment relationship should be extended to encompass non-standard forms. A strategy of extension allows for a widening of social protection and employment security provisions, but at the same time runs the risk of allowing for a weakening of the set of employment and social protections associated with the standard employment relationship. This issue has been at the heart of trade unions’ reluctance in many countries to accept part-time work and temporary work as appropriate employment forms. However, erosion of the substantive content and function of an institution can happen through competition between the different
forms and there is now widespread acceptance by social partners across Europe that part-time and temporary work should be included within a widened approach to social and employment protection, even though the result may be to reduce the level of protection afforded to full-time or permanent employees.

EU directives have extended protection to workers, not just employees, that is to include those who may be treated as self-employed but who in practice are working as subordinates to an employing organization. The International Labour Organization has also recently passed a recommendation on the employment relationship that recommends the extension of protection to those in disguised employment relationships but upheld the principle that the regulation ‘should not interfere with genuine commercial and independent contracting arrangements.’ This clause might lead to the continued exclusion of freelance and self-employed workers from employment protection.

However, there are problems in extending the definition of an employment relationship to include all forms of irregular and ambiguous employment statuses. A more inclusive policy could lead to an erosion of some of the key protections that characterize the institutional form, such as the requirement for the employer to provide work and guarantee income on a regular basis. In providing some protection for marginalized non-standard employees, the impact of such a change could be to erode the original form of the institution through ‘layering’—to use Streeck and Thelen’s (2005) term describing the attachment of new elements to existing institutions, leading to a gradual change in their status and structure.

These questions bring us back to the intertwining of employment and welfare regulations. The variety of these arrangements mean that undoubtedly there will be different responses at national level to the common problems posed by the diversification of employment forms and the increasing unacceptability of a welfare system predicated on a male breadwinner model of family and employment organization. Furthermore, the extent of opportunities to move beyond the internalized employment relationship depends in part on its embeddedness within the welfare and production system. It is perhaps paradoxical that there may be a limit to the growth of self-employment in the US because of the importance of access to health benefits that derives from employee status. Similarly, the Japanese production model is so linked to internalized employment that the issue is more the opportunity to move between employers than the disappearance of the form itself.

Finally, in returning to the issue of the nature of institutional change that is a key theme of this volume, we would argue that the internalized employment relationship provides a good example of processes of incremental change in action. Many of these changes are cumulative and are likely to give rise over time not only to changes in the management of social risks but also to a redistribution of risks away from employers and the state and towards employees or the self-employed. However, this direction of change is not inevitable, not only because of the potential for a swing of the political pendulum to bring employment and social rights back on to the agenda, but also
because there are costs to employers as well as benefits from a weakening of the employment relationship as an institution. There is the potential for employers to rediscover the benefits of internalized employment and identify both the costs and the management problems of targeted performance regimes and fragmented contractual arrangements.

References


Herrigel, G. and J. Zeitlin (this volume).


Jackson, G. (this volume).


This page intentionally left blank
This chapter surveys the state of international scholarly debate on inter-firm relations in global manufacturing. It focuses on the evolving strategies of customers and suppliers within the value chains of core manufacturing industries, such as motor vehicles and complex mechanical engineering products. The analysis is divided into...
three parts. The first part discusses the historical emergence of clustered, flexible, and/or vertically disintegrated production (hereafter: disintegrated production) since the 1980s. It contrasts disintegrated production with production within hierarchical, vertically integrated Fordist/Chandlerian firms, arguing that the former has undermined the latter over the past thirty years, both in scholarly discussion and to a large extent in the practical orientations of the actors themselves. Two related but distinct variants of disintegrated production are presented: the industrial district/local production system model (ID/LPS) and the lean production/collaborative supply chain model (LP/CSC).

The second part addresses the globalization of disintegrated production. It examines the strengths and weaknesses of the modularity/contract manufacturing approach to transnational supply chains, and then goes on to contrast these with alternative forms of internationalization by multinational customer and supplier firms. Just as disintegration of production was seen to undermine hierarchy within and between firms in the preceding section, here the global dispersal of production appears to be gradually undermining old hierarchies between developed and developing regions. Recomposable hierarchy, collaboration, and mutual exchange increasingly shape interactions between the two types of manufacturing regions.

The subjects of the first two parts can usefully be thought of as historically sequential: vertical disintegration and regionalization occurred prior to extensive globalization of production. Today, however, the analytical distinction between the two has become less sharp as different systems of decentralized producer relations increasingly interact and interpenetrate in ways that generate their own distinctive dynamic. This is particularly true when our focus shifts to small- and medium-sized firms (SMEs). The third part analyses interactions between production in developed and developing regions, together with the evolution of SME strategies in high-wage regions in response to the resulting challenges and opportunities. The concluding section considers the implications of these developments for power and inequality in global supply chains.

**Manufacturing Disintegration: Permanent Volatility, The Crisis of Fordist/Chandlerian Organization, Industrial Districts and Lean Production**

Much of the recent literature on inter-firm relations and disintegrated production in manufacturing dates back to discussions that began in the 1980s about the crisis of the vertically integrated firm (Piore and Sabel 1984; Hirst and Zeitlin 1991; Harrison
At that time, both actors and observers perceived that the environment in core sectors of manufacturing in advanced industrial economies had become distinctly more volatile and uncertain. Many factors were advanced to account for this qualitative transformation: macroeconomic destabilization, shortening product cycles, accelerating technological change, the differentiation of consumer taste, the intensification of competition, and the globalization of product markets. There is no consensus on what separates symptom from cause in this transformation. But all arrows point in the same direction: towards the conclusion that producers confront a permanent and ineradicable challenge of increased environmental volatility and uncertainty.

These new environmental conditions have resulted in organizational and strategic consequences for producers. At the most abstract level, debate since the 1980s points to a shift between two opposed ideal types: from the vertically integrated ‘Fordist’ or ‘Chandlerian’ firm to decentralized, clustered, networked, lean, flexibly specialized, and/or recombinatory producers. The former characterizes the dominant model of organization and practice prior to the onset of new environmental conditions; the latter the organizational forms and practices that have proved most successful in the new environment. Pervasive environmental volatility and uncertainty rewards continuous innovation. Competition elevates production quality and cost reduction capability to the fore. Flexible and specialized (disintegrated) producers, engaged in ever-shifting collaborative and market exchanges, flourish under these conditions while hierarchical and vertically integrated producers flounder. Put in a more evolutionary idiom, competition from recombinant coalitions of independent specialists gradually drives out firms seeking to integrate those specialties within their own operations.

Disintegrated production emerged along two main pathways during this historical transition. First, vertically integrated producers disintegrated their operations, focusing on core competences and shifting production operations and component design processes out to suppliers (Sabel 1989; Helper 1991; Storper 1997). Second, disintegrated districts and clusters of specialized, cooperative small- and medium-sized producers, both old (the Third Italy; Baden-Württemberg; Jutland) and new (Silicon Valley), became strikingly competitive in world markets (Saxenian 1994; Herrigel 1996; Kristensen 1992; Kenney 2000; Zeitlin 2007).

Before proceeding further with this analysis, however, a few methodological observations are in order. First, this ‘transition’ narrative cannot be taken as a reliable empirical guide to understanding historical developments (though it is remarkably prevalent as a meme in the literature). As we have sought to show elsewhere, practices, strategies, and organizational forms supposedly characteristic of the ‘new’ environment could be found well before that environment emerged. The same is true of elements of the ‘older’ practices and organizational forms in the present (Sabel and Zeitlin 1985, 1997, 2004; Herrigel 2010). The movement in the last thirty years is much clearer in the analytical literature than in practice. There is much empirical evidence showing that large manufacturing firms across a wide
range of sectors have disintegrated since the 1970s (Abraham and Taylor 1996; Lorenzoni and Lipparini 1999; Essletzbichler 2003). There is even more evidence that conglomerate forms have broken themselves up during the same time period. (Davis et al. 1994; Zenger and Hesterly 1997). But there is also significant variation within sectors. For example, large Japanese and Korean consumer electronics companies are much more vertically integrated than their American or European counterparts (Berger 2005; Sturgeon 2007). Conglomerate forms continue to prosper in the developing world where financial systems are less developed, as for example in the case of the Indian Tata group (Acemoglu et al. 2007). Many regions of specialized producers continue to flourish, such as Silicon Valley, or a variety of Italian industrial districts. But other specialized regions such Prato, Route 128, or the Ruhr have struggled or declined (Grabher 1993b; Saxenian 1994; dei Ottati 2003). Moreover, none of these regions emerged out of whole cloth, and many have histories that go back well into the eighteenth or nineteenth centuries (Herrigel 1996; Sabel and Zeitlin 1997; Zeitlin 2007). Finally, even though there is nothing about any particular national institutional system that prevents the emergence of successful disintegrated or Fordist production, both polar organizational forms allow for significant variation, both by sector and by national economy (Chandler 1990; Herrigel 1996; Storper and Salais 1997).

Thus, the analytical types presented in this section are stylizations. They highlight the distinctive features of contemporary disintegrated inter-firm practices. But they are by no means fictitious or imaginary, since much ethnographic evidence suggests that they inform the dominant orientations of firms and other economic actors about the nature of the environment and the organizational forms regarded as normal or paradigmatic (for a fuller theoretical discussion, see Sabel and Zeitlin 1997: 29–33). But such orientations should not be confused with the actual array of practices 'on the ground’. The Fordist/Chandlerian firm and the contrasting model of disintegrated production should be understood as orientations guiding (but not determining) the actions of firms and other actors. Practice itself is much more diverse, because actors themselves are frequently aware both of the complex dependence of forms of economic organization on multiple background conditions, and the possibility of sudden, unanticipated shifts in those conditions. Hence, they often seek to avoid definitive choices between polar alternatives and/or to anticipate in their forms of economic organization the need for future reconstruction in the face of changed circumstances. Actual disintegrated production is thus dramatically heterogeneous, both institutionally and strategically. Moreover, all the various configurations of disintegrated firms must reproduce themselves over time. They encounter challenges, suffer from internal disputes and many are not able to reproduce their success. The contingency of success and the significance of appropriate governance structures for enduring reproduction should be a core focus of any analysis of disintegrated production (Zeitlin 2007).

With these caveats in mind, the aim of this section is, first, to present the basic orienting contrast between the Fordist/Chandlerian and disintegrated types of manufacturing organization. The primary focus will be on the shifting boundaries of
the division of labour in production: the organizational location of design, development, component manufacturing, and assembly. Having established this basic contrast, we then go to outline the two most common variants of disintegrated production: the industrial district/local production system (ID/LPS) model, and the lean production/collaborative supply chain model (LP/CSC). As we will see in the third section of this chapter, these two variants increasingly overlap in actual manufacturing practice. But the two forms remain distinct ways of conceptualizing disintegrated flexibility in production. It is thus useful to draw out the contrast between the two at the outset.

Fordist/Chandlerian vs. disintegrated manufacturing

The archetypical Fordist/Chandlerian firm was developed for mass production of standardized final goods. Its organization revolved around a logic of hierarchy, role specialization, and control: product development and design were strictly separated from manufacturing, while within manufacturing itself conception was separated from the execution of particular tasks. In order to achieve economies of scale, ensure stability of supply, and maximize throughput, firms vertically integrated their operations. Automobile producers in the United States and Europe, for example, typically produced 50–80 per cent of value added inside the firm (Kwon 2005). Resort to outside suppliers generally involved purchase of lower value-added parts, specialized equipment (e.g. capital goods such as machine tools), or capacity subcontracting where the blueprints for specific articles were bid out on a short-term basis, when in-house facilities for making these items were overstretched. Hierarchy pervaded the chain of development and production. Roles throughout the division of labour were rigidly circumscribed. Authority and leverage were used to control the flow of knowledge and material resources through the production process.

These principles became vulnerable in the new volatile environment because they created rigidity: hierarchy and role specialization undercut communication across locations in the division of labour. A good illustration of how these core Fordist/Chandlerian principles could become quite cumbersome in practice is the product development process in manufacturing. Product life cycles in automobiles during the three decades after the Second World War, to take a quintessential example, could be as long as ten years or more. Isolated designers developed new models and ‘threw designs over the wall’ to their comparably isolated manufacturing colleagues. Problems encountered with the designs, if discovered, delayed their roll out significantly as manufacturing had to wait for the designers (or its own engineers) to come up with something that could be produced.

The organization of manufacturing itself further exacerbated these delays. Authority ran through layers of management, while shop-floor worker input was deemphasized. Problems in the flow of production had to be identified from above, and solutions introduced similarly. This occurred again, and again, throughout virtually all the myriad linked component processes and manufacturing stages in complex technologies. Such intra-firm arrangements made the redesign of products,
recomposition of manufacturing processes, and reallocation of jobs extremely cumbersome. Change was costly and took a very long time. Yet (roughly) by the beginning of the 1980s, redesign, recomposition, and reallocation were becoming constant and increasingly inescapable for producers. A mismatch existed between the orienting principles of the hierarchical, pillarized, vertically integrated organization and the volatile, unpredictable, and rapidly changing character of the competitive environment.

By contrast, beginning in the 1980s, observers noticed that smaller, more specialized and/or less bureaucratic organizations showed remarkable flexibility and capacity for innovation in this volatile environment. Observation of successful cases gradually began to generate an alternative set of orienting principles for manufacturing organization. The successful alternative groupings of producers reversed the Fordist/Chandlerian emphasis on the separation of design and manufacture and conception and execution. Less organizational hierarchy and less specialization in the division of labour forced design and manufacturing to collaborate in new product development (Clark and Fujimoto 1991; Clark and Wheelwright 1994). Teams or groups of employees with different functional skills emerged as core sub-organizational units (Schumann et al. 1994; Osterman 1999; Helper et al. 2000). They allowed designers and engineers to solicit the input of manufacturing managers and even generally skilled workers when changes in production were required. Such interaction created greater flexibility and helped shorten product development cycles. In many cases, extensive labour involvement in teams created a form of stakeholderism that fostered internal experimentation and risk taking (Sabel 2005a; Kristensen 2008b).

These producers were much less vertically integrated than their Fordist/Chandlerian counterparts. Firms or production units specialized on particular technologies and aspects of development and manufacture. They relied on the complementary inputs of other specialists to offer a complete product to their customers. Collaboration across production unit boundaries proved a competitive advantage. Producers benefited from the market and technological knowledge of neighbouring specialists. They also did not have to carry the costs in manpower and equipment required to produce such know-how (Sabel 1989; Storper 1997; Powell 2001). Embeddedness of specialists in myriad repeated exchanges with complementary partners spread the practice as well as the cost of innovation across the networks (Granovetter 1985; Grabher 1993a). This made it easier (and less costly) for firms to experiment and take risks on new products and technologies, thereby accelerating change in both areas. In addition, the continuous encounter with outside expertise created the possibility for genuinely new ways of thinking about one’s own expertise. In this way, repeated interaction among specialists fostered innovation (Amin and Cohendet 2004; Döring and Schnellenbach 2006).

Governance was also distinctive in the new disintegrated arrangements. Whereas in the Fordist/Chandlerian system, hierarchy and market tended to exhaust the mechanisms governing inter-positional and inter-firm relations, disintegrated production tended to be governed by a wider array of intermediate forms. Some of these
intermediate forms could be quite formal and institutionalized, as in joint ventures, product development projects, development consortia, or supplier upgrading alliances. But in other cases, non-market and non-hierarchical relations among firms were governed either by explicit rules or by informal understandings of trust and mutual purpose. Through a wide array of specific exoskeletal institutional arrangements, these latter governance structures fostered a balance between competition and cooperation among specialists and thereby allowed for (even encouraged) continuous organizational recomposition (Sabel 1989; Grabher and Powell 2004).

In sum, the alternative disintegrated networks of producers avoided the pillarization of narrow role definitions and strong functional boundaries characteristic of Fordist/Chandlerian firms. Sequencing gave way to concurrency in product development and production. Provisional, revisable roles replaced rigidly specialized ones and collectively shared knowledge replaced hierarchical control and fragmentation. Indeed, in this disintegrated context, governance by the polar mechanisms of hierarchy and market gave way to a variety of intermediate mechanisms.

There is widespread agreement in the literature that current conditions are more congenial to the alternative vertically disintegrated, flexible, and networked forms of organization than to old-style hierarchical Fordist/Chandlerian forms. This does not mean that firms have completely abandoned ambitions towards hierarchy, authority, or control. Such powers are relinquished reluctantly, and opportunities to obtain them rarely forgone. Nor have the price mechanism and arm’s-length contracting disappeared. The argument is not that such relations or mechanisms no longer exist in the current environment, but rather that hierarchical, role specialized, and vertically integrated organizations are less able to negotiate volatile, uncertain industrial environments than those based on more horizontal, flexible, and decentralized arrangements. There is still considerable debate, as we shall see, about the role of authority, control, hierarchy, and market relations within the alternative more disintegrated inter-firm arrangements.

This distinction between the logic of orienting principles and the logic of practice accounts for much of the confusion in academic debates (visible particularly during the 1980s and early 90s) (Wood 1989; Amin and Robins 1990; Harrison 1994). It also accounts for the peculiar character of the aggregate quantitative literature that has attempted to measure vertical disintegration, collaboration, and the flattening of hierarchies, across entire industries or even the entire manufacturing sector. Typically, such studies find that the results, while pointing in the direction of disintegration, are mixed. Vertical disintegration has increased, but integration has not disappeared. Collaboration is diffusing, but arm’s-length competition continues to exist (Fieten et al. 1997; Helper and Sako 1998). Case-study research tends to show the same thing (Berger 2005; Whitford 2006; Herrigel 2010). This should not be surprising. The extreme claims for either pole depended on specific environmental conditions that are not found uniformly in all realms of practice. Actors do not enact orientations blindly; rather they are malleable frameworks or points of reference that actors adapt and recompose as they seek to resolve successive problems in their factories and markets. Moreover, at least one view holds that producers pursuing collaborative
strategies in uncertain environments systematically enter over time into a heterogeneous array of relations (collaborative, arm’s-length, in-house production, capacity subcontracting, etc.), in an effort to avoid becoming entrapped in local, bilateral ties, while scanning the horizon of potential partners for new opportunities for innovation and cost reduction (Helper et al. 2000; Herrigel 2010; Sabel 2005a).

Predictably, all of this complexity has produced a significant sceptical literature (Lovering 1999; Martin and Sunley 2003; Wolfe and Gertler 2004). Even here, however, it is important to recognize that a bar has been crossed since the 1980s. Scepticism is no longer directed at the viability of disintegrated forms of inter-firm organization in relation to the Fordist/Chandlerian firm. Instead sceptics focus on the limits of the diffusion, or the specific conditionality, of the flexible disintegrated forms. Do the alternative forms appear spontaneously and/or inevitably? Are all variants of decentralized organization equally successful? Is it possible to create successful inter-firm practices everywhere? Such questions animate debate and make for a very robust research programme.

Varieties of disintegrated production

Next, however, we need to parse the alternative disintegrated principles of production a bit more carefully. Though as a generic matter, all forms of flexible disintegrated production share the above qualities, there are a wide range of variants of flexible organization identified in the literature (Grabher and Powell 2004; Smith-Doerr and Powell 2004). Within manufacturing, two distinct models of disintegration and flexibility emerged in the wake of the crisis of the Fordist/Chandlerian firm. As with the principles of disintegrated production in general, each of the alternative models of flexible production was rooted in empirical cases of competitive success in the face of volatility. The first is the industrial district/local production system model (ID/LPS); the second is the lean production/collaborative supply chain model (LP/CSC). Today, the two models increasingly interpenetrate, but they have distinct origins, both in academic discussion and empirical experience.

The ID/LPS model received a great deal of initial attention in public debate (Brusco 1982; Piore and Sabel 1984; Pyke et al. 1990). This was surely related to the fact that it very nearly inverts the Fordist/Chandlerian model. In place of giant, hierarchical, integrated firms, industrial districts are geographically localized clusters of small- and medium-sized producers, interrelated by complementary and ever recombining specialties. Actually existing industrial districts vary widely, and there is significant conceptual debate about how to define them (Whitford 2001; Zeitlin 2007). At one end of the spectrum, we find extremely specialized regions where clusters of interrelated firms produce a single type of product, e.g., pottery, bicycles, cutlery, woven textiles, shoes, packaging machinery, etc. At the other end, the clusters are less specialized on particular end products. In such systems, complementary specialists generate a broad and changing array of finished goods and intermediate components,
such as industrial machinery, motor vehicles, semi-conductors, consumer electronics, software, or biotechnology products (Crouch et al. 2001; Crouch 2004).

Whether specialized or diversified in industrial composition, however, the distinctive features of the ID/LPS model, at least initially, were the fluidity of roles among producers and spatial agglomeration. Fluidity or malleability of producer roles within the value chain in ID/LPS regions made for a distinctive mixture of collaboration and competition. Producers played multiple roles (customer, supplier, collaborator, arm’s-length price-taker, competitor, etc) in multiple contracts both at the same time and over time. This made it difficult to establish consistent relational hierarchies: assembler, developer, and coordinator roles were unstable, provisional, shifting, and often simply enacted jointly. The spatial element within successful disintegrated regional economies involved, at one level, intense and frequent face-to-face exchange and common cultural understandings among producers. At another level, more importantly, sharing a common geographic space facilitated the creation of a shared extra-firm infrastructure for the provision of collective goods: institutions for training, finance, technical assistance, interest representation, dispute resolution etc. Without such institutions (however constituted) to govern competition and cooperation, and facilitate continuous recomposition, successful collaboration within ID/LPS regions has generally proven fragile and short-lived (Storper 1997; Bellandi 2006, 2009; Zeitlin 2007).

The LP/CSC model traces its genealogy back to the Japanese automobile industry (Cusumano 1985; Nishiguchi 1994; Fujimoto 1999). There, producers did not follow the vertically integrated path of Fordist mass production (Womack et al. 1990). Instead, the division of labour in automobile production remained disintegrated with large final assemblers, such as Toyota, directing and collaborating with extended chains of suppliers in the development and manufacture of their final products. Lean production had many striking advantages over traditional hierarchical forms of manufacturing organization. Crucially, it pioneered the radical integration of design and manufacture, known as ‘simultaneous engineering’. Multifunctional teams of customers and suppliers designed a product and developed the techniques for its manufacture simultaneously in iterated rounds of conceptualization and experimentation. This practice radically reduced product development times and shortened product cycles. It also became possible to modify products quickly and add variety (Chanaron et al. 1999; Helper et al. 2000).

In addition, LP/CSC pushed collaborative team organization throughout the entire supply chain (Kochan et al. 1997; Adler et al. 1999). By giving teams self-governing autonomy (their own budgets, production targets, scheduling responsibility) and by utilizing formal mechanisms for group self-monitoring (mandatory intra-group benchmarking, local quality control, systematic error detection), LP/CSC made it possible to simultaneously improve production quality and lower total production costs (Helper et al. 2000). In contrast to the Fordist/Chandlerian ‘push’ logic, where production was driven by market forecasts, materials and parts ordered well in advance, and finished product placed in inventory waiting to be sold, LP/CSC followed a ‘pull’ logic. Customer orders prompted downstream teams to mobilize
their upstream counterparts, in effect pulling material through production to final assembly. By delegating responsibility for quality and work flow directly to downstream teams, lean producers radically minimized inventory, work-in-progress, waste, and redundancy throughout the production process (Hines et al. 2004).

The LP/CSC model shared many features with the ID/LPS model. Both relied on the continuous blurring of boundaries between design and manufacture and between conception and execution in production. Both were significantly disintegrated, with independent producers collaborating across firm boundaries to exploit complementarities and achieve flexibility. But LP/CSC was distinctive in a number of ways. Unlike ID/LPS, the logic of lean production focused on value chains within industries rather than spatial relations among agglomerations of producers. Although lean production networks were also regionally clustered to some extent, with just-in-time suppliers located close to assembly plants, the linkage logic was not primarily spatial. As a result, collaboration could extend beyond particular regions and continue to be governed by the logic of LP/CSC. Moreover, in classic Japanese LP/CSC inter-firm relations, roles were more stable, since suppliers occupied positions in ‘tiers’. The fluidity and ambiguity of roles among firms characteristic of the ID/LPS was much less pronounced in the initial Japanese version of LP/CSC, though even in the latter suppliers could be ‘promoted’ to higher tiers (or demoted to lower ones) based on their relative performance in previous product cycles. Finally, LP/CSC was distinctive in that cross-boundary collaboration, both within and across firms and teams, focused not just on technology and product development, but also on cost reduction. Organizational recomposition through continuous improvement processes—benchmarking, kaizen, self-analysis in error detection, etc.—was a systematic feature of the LP/CSC model. In striking contrast to the flexibility generated by the informal mix of collaboration and competition driving the ID/LPS model, LP/CSC relied on formal procedures that forced producers to evaluate their own practices and forced them to reform in the interest of product innovation, quality improvement, error detection, and/or cost reduction (MacDuffie 1997; Sabel 2005a).

The Globalization of Disintegrated Production: Offshoring, Multinationals, and Multiple Logics in Transnational Supply Chains

Soon after disintegrated production emerged in the advanced industrial economies, it began to globalize. The process began in the 1970s with lighter, simpler, labour-intensive products like garments, footwear, and some electronics, but by the late
1990s had engulfed a wider range of industries, including heavier, more technologically complex, capital-intensive sectors, such as: motor vehicles; aerospace; industrial, construction, and agricultural machinery; electrical equipment; steel; and pharmaceuticals (Feenstra 1998; Arndt and Kierzkowski 2001). Globalization both intensified and modified the process of disintegration in production. The internationalization of disintegrated production is animated by two dynamics. Though they are analytically distinct and have separate origins, these dynamics have become increasingly interconnected, with very significant consequences, as we shall see below.

One dynamic is the increasing cost pressure facing customers and suppliers in high-wage regions. Firms are constantly forced to reduce their costs, even as they maintain or even improve the quality and sophistication of their products. These contradictory pressures have driven the trend toward vertical disintegration in production, as firms focus on ‘core competences’ and rely on specialists for everything else. The same pressures are now driving production across borders. Both customer and supplier firms are increasingly establishing production operations (or finding suitable contractors) in lower wage environments to relieve cost pressure on their product palettes. In this way, production in low-wage environments for delivery to customers in high-wage regions can be understood as a kind of pressure-release valve (in German, a Ventile).

The other dynamic driving the offshoring of production is the pursuit of access to foreign markets. Lead firms move to developing countries (especially large ones like China, India, or Brazil) to serve the local market more easily—in particular by adapting designs to local needs and even developing unique products for those markets (Buckley and Ghauri 2004; Ghemawat 2007). Suppliers follow lead firms to these new production locations in order to retain their key customers. Lead firms want the reliability of veteran collaborators as they attempt to produce in offshore markets. They also want the flexibility that more global suppliers are believed to provide. Global suppliers, on this view, can draw on know-how and capacity from around the world; they can also use scale as a means of exerting leverage with their own suppliers to achieve lower costs.

Taken separately, these two dynamics generate considerable complexity in the division of labour between high- and low-wage regions. Their interaction not only generates even greater complexity, but also very surprising and even counter-intuitive results. Where globalization strategies are succeeding, production becomes more sophisticated in lower-wage environments and more secure in high-wage ones.

How this is possible will gradually become apparent as the analysis proceeds through three steps. First, we will look at the strong claims for the emergence of a new production paradigm and a new global division of labour advanced by proponents of the modularity/contract manufacturing approach to supply-chain restructuring. Their arguments for a radical break between design and manufacture and the emergence of a stable hierarchy between developed and developing regions will be shown to be sharply limited. Not only is this logic circumscribed even in those industries where actors self-consciously pursue modularity, but it also does not
apply to many manufacturing sectors, which continue to be characterized by ‘integral’ rather than modular product architectures (Ulrich 1995). Second, we will examine the progress of offshoring within integral architecture sectors such as motor vehicles and other complex mechanical engineering products from the perspective of firms seeking to reduce their costs. A distinctive feature of this process is the continuing interpenetration of design and manufacture throughout the supply chain. The complex dynamic between developed and developing countries that has emerged from this dimension of the offshoring process, we argue, appears to be destabilizing what was once considered a stable hierarchy between developed and developing regions. Third, we show that this emergent complexity and uncertain hierarchy of relations between regions and players within the manufacturing supply chain is further exacerbated by the second driver of offshoring noted above: lead firms’ efforts to enter new markets and the resultant imperative for suppliers to follow their customers. Each of these offshoring dynamics creates complex spatial and organizational allocations of competence and capacity; together they generate an intriguing multiplicity of firm strategies and resource allocation logics. The rest of this section focuses primarily on the strategies of large multinational lead firms and their suppliers. The third section considers the strategies high-wage SMEs and the regions that support them are pursuing to cope with these same pressures of globalization.

Separation of design and manufacture, cost-driven disintegration, and offshoring: the limits of modularity

Within the dialectic of innovation and cost reduction driving productive disintegration in production, it was a logical step for firms to look to offshore locations with lower labour costs as a way to achieve quick cost reductions. Much of the initial literature on transnational supply chains focused on the apparel and consumer electronics sectors, where firms seemed to have had dramatic success in leveraging offshore cost differences in production (Gereffi and Korzeniewicz 1994; Borrus et al. 2000; Bair 2005). Those studying the sectors claimed that a distinctive new dynamic was emerging around the possibilities for reorganizing the global division of labour in production. Indeed, several authors argued that the dynamics in these sectors pointed to the emergence of a new model for manufacturing as a whole, which we will call the modularity/contract manufacturing (M/CM) model (Sturgeon 2002; Garud et al. 2003; Langlois 2007).

Distinctive about the sectors in which the M/CM model was pioneered is that large lead firms drove disintegration in the division of labour while at the same time maintaining a rigid divide between design and manufacture. This eliminated the need for the collaborative and recombinatory relations characteristic of the disintegrated model described in the previous section. Relations between designing customers and manufacturing suppliers were based on a clear and extreme division of roles which, at the limit, could be governed through arm’s-length market exchange. This, it was claimed, created the possibility for dramatic spatial separation of
design and production. Design and value added, according to this view, tended to concentrate in high-wage environments, while manufacturing, as a low value-added activity, gravitated to locations where labour and other costs were also lower.1

The key to this strategy, particularly in electronics, was the creation of modular product architectures, based on standard technical interfaces between the overall design and its constituent components or subsystems (Baldwin and Clark 2000; Langlois 2003; Schilling 2003). By developing products with stable, codified interfaces between internal functional elements, lead firms could focus on design and hand off production of standardized components to independent suppliers. Those supplier firms (so-called ‘contract manufacturers’), in turn, were responsible for organizing production on behalf of the lead firm, seeking out the cheapest locations and coordinating the flow of components around the world (including final assembly in some cases). Such contract manufacturers worked with multiple lead design firms at the same time, filling their capacity by producing high volumes of differently designed but standardized modules in locations where labour costs were extremely low. Sturgeon’s ideal type of these ‘modular production networks’ was concentrated in what he called ‘product-level electronics’ (televisions, computers, cell phones, personal digital assistants, etc.). But similarly sharp divisions between design and manufacture could also be observed in other sectors as well, particularly apparel, footwear, and bicycles. There, in addition to modularity (bicycles), the manufacturing process was labour-intensive and the product simple enough (apparel) to allow for the separation between design and manufacture (Gavin and Morkel 2001; Sturgeon and Lester 2001; Gereffi 2005a).

The M/CM perspective (Humphrey and Schmitz 2002; Bair 2005; Gereffi et al. 2005) envisages an emerging global hierarchy in which lead firms in rich countries increasingly abandon manufacturing for the exclusive control of knowledge, design, and marketing. For their part, developing regions struggle to lure footloose contract manufacturers in order to ‘upgrade’ their infrastructures of physical and human capital, and gain access to know-how and value added that will one day permit them to generate their own contract manufacturing operations. The clear boundary between design knowledge (and brand value) on the one hand and manufacturing know-how and expertise on the other, establishes a fixed hierarchy among stages of the value chain, even as producers, regions, and economies are able to upgrade within it.

In this literature, Taiwan, Israel, and Ireland have emerged as leapfrog cases, political economies capable of springing over the barriers dividing developed and developing regions through adroit state intervention. But such barrier hopping does not change the underlying spatial logic of relative costs relating design to manufacturing. Once the Taiwanese, for example, hopped over the design barrier, on this view, they began shifting their own manufacturing to contract manufacturers in lower-cost regions in China (Breznitz 2007). Design and manufacture map on to a

---

1 Though as we will see immediately, control over manufacturing operations in those regions very frequently stayed under the control of independent developed-country multinationals.
specific conception of what it means to be developed and not yet developed. In the M/CM perspective, such hierarchy is a natural and inescapable feature of capitalism. Countries advance their position along a know-how and value hierarchy until they reach a point where it is possible to abandon manufacturing entirely.

These hierarchical lead firm/contract manufacturer arrangements have become a significant feature of global production (Kenney and Florida 2004; Berger 2005; Gereffi 2005b). There has also been significant manufacturing job loss in high-wage regions, some of which can be traced to offshoring (Bronfenbrenner and Luce 2004; Marchant and Kumar 2005; Boulhol and Fontagne 2006; Mankiw and Swagel 2006). For all of that, however, M/CM does not seem to be becoming the dominant model for global disintegrated production as its early scholarly proponents claimed. Manufacturing and design remain mutually dependent among producers in both high- and low-wage contexts (Brusoni et al. 2001; Prencipe et al. 2003; Sabel and Zeitlin 2004).

Regarding modularity, firms appear to be acutely aware that the separation of design from manufacturing can lead to so-called ‘modularity traps’, where irreversible commitments to a specific product architecture and set of technical interface standards result in a loss of system-level knowledge and capacity to participate in the development of the next new architecture on the part of component specialists (Chesbrough 2003; Fixon and Park 2007; Baldwin 2007). Thus, even within electronics, only a relatively small percentage of products have a genuinely modular character: estimates of contract manufacturers’ share of the global cost of goods sold in this sector range from 13–17 per cent (Sturgeon 2002; Berger 2005). In the rest of electronics, the characteristic inter-firm collaboration of the disintegrated model plays an important role and the customer/supplier division of labour between design and manufacture is more complex. Indeed, the turbulence and rapidity of change in product markets and technologies seems to have undercut producers’ capacity in these supposedly modular sectors to achieve stable codification systems (Berggren and Bengtsson 2004; Ernst 2005; Voskamp 2005). Sturgeon himself now acknowledges that ‘as contractors seek new sources of revenue by providing additional inputs to lead firm design and business processes, and new circuit-board assembly technologies appear on the scene . . . the hand-off of design specifications is becoming more complex and less standardized’, thereby requiring ‘closer collaboration in the realm of product design’ between customers and suppliers (Gereffi et al. 2005: 95).

More importantly, there appear to be many sectors within manufacturing where the technical capacity of lead firms to design modular product architectures is extremely limited. This is true of many complex metalworking sectors, such as automobiles, construction machinery, agricultural equipment, and virtually the whole vast capital goods area of mechanical engineering (Herrigel 2004; Whitford and Zeitlin 2004; Whitford 2006). In such ‘integral’ architecture products (Ulrich 1995), technical subsystems interpenetrate and their interfaces cannot be easily standardized, either from model generation to model generation, or across a palette of common product offerings (MacDuffie 2007). Lead firms in these sectors typically do not seek to break products down into fixed modules defined by a one-to-one
mapping between a function and the physical devices that embody it, but instead engage in a process of iterated co-design with component suppliers, in which complex wholes are provisionally parsed into parts whose subsequent development then suggests modifications of the initial overall design, which are then provisionally parsed again, and so on. At any given moment, suppliers may be engaged in manufacturing ‘black box’ parts defined by the interfaces of a particular product architecture, but the most capable (and best remunerated) are also expected to assist their customers in redefining those interfaces for cost reduction and performance improvement in the next design iteration (Sabel and Zeitlin 2004).

Integral product architectures are no barrier to vertical disintegration or globalization—indeed many of the archetypical cases of disintegrated production described in the first section were found in these sectors, in both IS/LPS and LP/CSC versions. But if manufacturers of such products want to exploit the cost advantages of offshore production locations, they must do this in ways that take account of the continued indispensability of inter-firm collaboration. This has led to a different offshoring dynamic and, ultimately, to a mutually dependent global division of labour between developed and developing regions.

Offshoring, collaboration, and the destabilization of spatial hierarchy

The offshoring process in integral-architecture manufacturing unfolded in a distinctive sequence. Initially, lead firms and their suppliers sought to purchase simple, standardized components from offshore producers. Developed country suppliers, when they were able to do so, shifted production of their mature components—parts that had already been designed and that went into aftermarket or replacement markets—to offshore locations. These were arm’s-length purchases of low value-added components. Such practices resembled the old-style subcontracting of Fordist/Chandlerian firms, except that instead of procuring parts locally, firms now sought out producers in lower-wage countries. But in the more disintegrated context this kind of offshoring represented an urgent effort to relieve cost pressures. For a time, such practices suggested to some that the radical separation of design from production characteristic of the modular technologies might be applicable in these sectors as well (Sturgeon and Florida 2004).

Unremitting cost pressures on both customer and supplier firms coupled with the inescapability of architectural integrality in product development, however, soon overwhelmed such simple arm’s-length Ventile strategies. More complex strategies to create offshore outlets for cost reduction, involving new and collaboratively developed products, began to emerge (Dicken 2003; Ghemawat and Ghadar 2006). The impetus came initially from powerful final assembler firms in the automobile and complex machinery industries, which insisted that their suppliers develop lower-cost offshore production capacity for new co-designed components (Berger
2004). Larger supplier firms dutifully shifted new and existing production capacity to lower-wage environments in order to retain their customers’ business. This did not necessarily involve closing production facilities in high-wage environments. Instead, it meant the creation of new and more sophisticated supplemental capacity offshore. Indeed, many suppliers gradually realized that having a sophisticated ‘outlet’ in a lower-wage region made it possible for them to blend home and offshore production to make lower overall bids on collaborative projects with their customers. Paradoxically, offshoring has thus enabled suppliers to solidify their market position ‘at home and abroad’ as producers of high value-added specialized products (Herrigel 2007).

This shift in the strategic character of offshoring has initiated a dynamic process of capacity and know-how reallocation that appears to be radically redefining the division of labour between high- and low-wage regions. What is emerging is neither the radical spatial separation of design and manufacture forecast by the M/CM school, nor a traditional comparative advantage model of high value-added manufacturing in high-wage locations and lower value-added manufacturing in lower-wage locations. Instead, emergent practice increasingly blends design and manufacture capabilities and high and low value-added processes across global production locations. Different wage levels play an important but not decisive role in this new logic of competence and capacity allocation (Berger 2005).

At one level, there is still hierarchy between regions in these sectors. Product design and initial production ramp up of a component or subsystem are performed in high-wage contexts, along with especially high value-added production runs that can be efficiently automated or that have lower volumes but more value content. Once the large series process is up and running (six months/one year for complex products such as ball bearing units), it is then transplanted to the low-wage location.

But at another level, this process of technology transfer has begun to undermine the very hierarchy it presupposes. The transplantation of production processes results in the diffusion of current manufacturing practice to low-wage facilities. Increasingly, the machinery park in the low-wage location converges with that in the high-wage location.

A key additional point of slippage in this new division of labour is the location of development and design capacity. Again, such capacity is still mainly located in high-wage regions, with their concentration of engineering know-how and experience with the recursive integration of development and manufacture. But significant restructuring of these competences has occurred within supplier firms across existing high-wage manufacturing locations. This is easiest to see in the case of bigger
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2 Large final assemblers often encouraged their suppliers to set up operations in lower-cost regions because they were themselves doing so with their own component production. GM’s Delphi and Ford’s Visteon, for example, had extensive operations in Mexico and Central Europe well before the two parent companies spun off their component divisions into independent companies.

3 Much of the following material is based on interviews conducted by the authors and their colleagues in the Global Components research project (www.globalcomponents.org) in the US, Germany, Central Europe, and China between 2006 and 2008.
multinational suppliers with broader product palettes and multiple divisions, such as the large automobile suppliers Magna, ZF, Kolbenschmidt-Pierburg, Mahle, Schaeffler, or Robert Bosch. Such firms are increasingly locating competence for the development of specific products in distinct plants in specific high-wage locations. For example, a German piston producer concentrates development capacity for different models aimed at different end users (diesel, passenger cars, commercial vehicles, etc.) in different locations (south Germany, north Germany, France). Such newly specialized locations are called ‘lead plants’ or ‘centres of competence’. Lead plants assume responsibility for developing and ramping up the new generation of product and production technology (ramp up) for their particular type of piston. They are also responsible for transferring the new product and equipment needed to manufacture it to all the low-wage production locations in which the multinational supplier operates (in the piston case, the Czech Republic, Mexico, Brazil, and China). They send know-how and provide ongoing consultation to these offshore plants to help them get up to speed on the new processes and products.

As an initial step, this division of labour places manufacturing capability in the low-wage region, while retaining development and production, in an integrated way, in more specialized high-wage locations. Significantly, however, this hierarchy is not fixed. There is a slippage, resulting from unavoidable functional spillovers of know-how and competences to new production locations. Transferring new products and processes involves, among other things, training offshore engineers in the lead plant’s own special competences in order to enable the latter to optimize production in the offshore location. The existence of a competent and increasingly experienced corps of engineers in low-wage locations also makes the process of ‘handing off’ production more efficient and allows for its subsequent optimization. It is difficult for firms to maintain completely ‘headless’ or ‘know-how-less’ manufacturing-only facilities in offshore locations. Some development capacity is indispensable for the smooth operation of production.

Finally, in most cases, multiple lead plants in high-wage regions maintain relations with the same offshore production facility. Low-wage region production facilities, as a result, have become remarkably diversified, with an array of products that in high-wage locations is increasingly manufactured—at least initially—in separate locations. In the case of the German piston maker, the Brazilian, Czech, and Chinese facilities can produce nearly the entire product range manufactured in all the firm’s European plants, while the Mexican facility, although less diversified than its Brazilian, Czech, and Chinese sisters, is still more diversified than any western European production site within the MNC. In this way, benefits of productive diversity historically characteristic of plants in high-wage regions—synergies among seemingly unrelated operations, possibilities for using manufacturing techniques developed in one process on a wholly different product, etc.—are now extended and concentrated in low-wage locations.

---

4 This example is taken from global components research interviews. Interviews were conducted under the promise of strict confidentiality, so the firm must remain anonymous.
Opening new markets and following the customer: multiple logics, multiple regions, multiple plants, multiple hierarchies

The division of labour within multinational supplier firms between high-wage ‘lead plants’ with integrated development/production capacities and modern low-wage ‘high-volume production’ locations is one important trend shaping the globalization of disintegrated manufacturing. But it is not the only logic shaping the distribution of production and competences among plants, even within such multinational suppliers. In addition to the logic of cost reduction, the allocation of production capacity within multi-product and multi-plant firms is also driven by pursuit of proximity to customers.

Multinational corporations (MNCs) operating as lead manufacturing firms in complex integral-architecture sectors such as motor vehicles and mechanical engineering have gradually begun to expand operations into developing regions in an effort to compete more effectively for local market share. These strategic investments have been driven both by the relative saturation of developed country markets and by the rapid emergence of technologically sophisticated demand in developing economies such as Brazil, India, and China, as well as newly capitalist regions such as Central and Eastern Europe. Many lead firms in these sectors (e.g. Ford, Caterpillar, John Deere, Volkswagen, BMW, Hyundai, Toyota, PSA, Volvo) had entered such markets in the past following a product life-cycle model (Wells 1972): i.e. offering older or mature versions of products developed for and long produced in their home regions. But increasingly they and many other major producers recognize the need to develop products more specifically adapted to the particular needs and demands of emerging market users. This involves the creation of significant production capacity in developing regions, as well as the transfer of technological know-how to local subsidiaries there. Manufacturing MNCs also increasingly need to upgrade the skills and technical capacities of their personnel in developing country locations (Depner and Dewald 2004; Ivarsson and Alvstam 2005).

Lead firm MNCs cannot pursue these globalization strategies without the collaboration of their suppliers. The increasing disintegration of production makes the expertise of home country suppliers indispensable for the competitiveness of their customers. Such expertise, moreover, is not immediately available among indigenous suppliers in developing regions, even rapidly growing ones like India or China. Thus, multinational customer firms have encouraged their suppliers to globalize along with them (Depner and Bathelt 2003; Depner and Dewald 2004; Voelzkow 2007).

In this way, globalization literally involves the transfer of the collaborative logic of disintegrated production governing inter-firm exchanges in developed regions into developing country contexts. This creates a distinct logic of globalization for suppliers, quite different from the cost-reduction logic described in the previous section. This alternative logic drives multinational producers to enhance the activities of existing offshore operations and/or to add complementary capacity to them in an
effort to satisfy the local demands of their customers. Lead firms, for example, find that they can expand capacities and competences in their existing offshore manufacturing operations to service offshore markets as well as to reduce costs in their own home market.\(^5\)

The result is that multiple global divisions of labour are superimposed on the global allocation of work among plant locations within multinational customer and supplier firms. Low-wage production locations are allocated high-volume work across a broad spectrum of the mother firm’s product palette, leading them to become highly diversified. Customer demands for local supply likewise tend to expand their production capabilities. In addition to high-volume work, these plants are increasingly able to produce in shorter series and accommodate special requests from their customers. The development capacity that such facilities acquire in order to facilitate the hand-off of manufacturing operations from high-wage regions, then becomes extremely valuable in adapting other products to local customer needs.

A similar logic is affecting the structure and capabilities of lead plants in high-wage regions. Each lead plant, at a minimum, has the capacity to develop and ramp up a specific product or range of products to high-volume manufacture (e.g. small pistons for passenger cars). Development and production is highly integrated in such plants, which can engage in experimental, prototype production as well as very small series, customized, and batch-type operations. They also run highly automated high-volume production lines, where the automation plays a significant role in the creation of product value. At the same time, in unsystematic ways, these lead plants retain a more diverse set of competences in order to accommodate local customer demands for the full palette of component types. Thus, for example, a lead plant for small pistons in France may retain some production capacity for larger pistons to accommodate demand from big local customers for the latter. Since the small-piston lead plant has no local development competence for large pistons, it effectively allocates control over some of its own local production capacity to another lead plant (the one with development competence for large pistons). The small-piston plant’s non-core large-piston production is then supervised and serviced by the engineers and developers from the lead plant for large pistons. Thus, in order to accommodate the contradictory and unpredictable demands of new product development, fluctuating series size, and customer demands, lead plants in high-wage regions, despite extensive offshoring and concentration on core competences, are also becoming remarkably diversified.\(^6\)

The image that emerges from this stylized description of the interaction of different logics of global production allocation (cost reduction and new market
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5 Thus the Audi engine plant in Győr, Hungary, originally established as a low-cost manufacturing location sending engines back to the home assembly facility in Ingolstadt and to sister company VW’s assembly plant in Wolfsburg, Germany, has developed new foreign assembly operations to service other local plants (e.g. the Octavia and Taureg assembly works in Mlada Boleslav, Czech Republic, and Bratislava, Slovakia respectively).

6 There are of course limits to such diversification: lead plants do not manufacture wholly different products from other divisions of a large firm; thus piston plants do not produce fuel-injection systems.
entry/follow the customer) is that of a delicate multi-regional balancing game. Efforts to concentrate technological competence in particular plants, the continuous pursuit of cost reduction, the desire to maximize production runs while accommodating increasing product variety, and the need to respond to often contradictory customer pressures (to produce offshore and produce locally) are all constantly in play and combined in different ways.

The result of these logics and their interaction is to erode rigid hierarchies between developed and developing regions. Competences may be formally concentrated, yet they inevitably spill over and bleed out from one location to another. Capacity is allocated and reallocated, separated and recombined. Hierarchy is not eliminated: there are still ‘leaders’ and ‘followers’ or ‘supporters’ within the intra- and inter-firm division of labour. But such hierarchies are now increasingly recomposable, with the same actors occupying different roles in different contexts (‘lead plants’ both lead and follow). As a result, the major difference between high- and low-wage locations is that the former have larger concentrations of development competence and deeper integration between design, engineering, and production in particular specialized areas. But both types of location exhibit growing integration between development and production, and both operate in support relations with other facilities with greater competence in particular areas. As development competence bleeds out into emergent market locations, high-wage locations are likely to receive know-how from low-wage locations about production areas outside their own core competences. Even now, high-wage plants regularly receive some capacity-balancing work from low-wage sister plants running at full capacity, which are unable completely to fulfil their own customers’ orders. In this model, producers and firms do not become ‘developed’ by abandoning manufacturing. Rather, development involves the continuous capacity to integrate and reintegrate design and manufacturing within and across firm and unit boundaries in an environment characterized by chronic uncertainty and urgent pressures for innovation and cost reduction.

COPING WITH DISINTEGRATED PRODUCTION ON A GLOBAL SCALE: SMALL- AND MEDIUM-SIZED FIRMS AND HIGH-WAGE REGIONS

An important undercurrent in this discussion of multiple globalization logics is that, apart from the early enthusiasm for modularity/contract manufacture, none of these logics of the globalization of disintegrated production involve or foresee the elimination of manufacture within high-wage regions. The continued existence of valuable expertise and human capital, proximity to customers, needs for short-term flexibility in the global allocation of capacity within MNCs—all make manufacturing
‘sticky’ in the developed world (Markusen 1996). Regardless of where production and design occur, they retain many of the features of disintegrated production analysed in the first section of this chapter. MNC lead firms and large suppliers collaborate on design and manufacture around the world, but they also collaborate with more locally based small- and medium-sized suppliers in each of the regions in which they operate. Uncertainty and the imperatives of innovation and cost reduction exert a centrifugal disintegrating pressure on the division of labour in production both globally and locally. This section focuses on the strategies that SMEs in high-wage regions and the local institutions that govern their relations have adopted to cope with the pressures of globalization.

The activities of MNCs described in the previous section generate a particular kind of market environment for SMEs in high-wage regions. Innovation and cost-reduction capability are the coin of the realm in disintegrated production. Specialized SME suppliers can take advantage of productive disintegration when they are able to bring know-how in these areas to the table. SMEs must be able to contribute value in larger processes of inter-firm collaboration. They also must be highly flexible, quick-response producers, capable of meeting short lead times (between finalization of order and delivery of finished parts). Finally, where MNC lead firms and the lead plants of MNC suppliers are interweaving various products in various series sizes from various locations across their production facilities, SME suppliers to these firms must be able to produce a mixture of components in fluctuating volumes. These general market characteristics have given rise to three developments among high-wage SMEs and regional governance institutions that modify the model of disintegrated production outlined in the first section of this chapter.

Interpenetration of industrial district/local production system and lean production/collaborative supply chain models

With the growing exposure to global logics of competition, innovation, cost reduction, and capacity allocation, the principles of ID/LPS and LP/CSC have begun increasingly to interpenetrate. Most strikingly, the role fluidity and ambiguity characteristic of ID/LPS has begun to mix with the formal self-reflection and attention to both product innovation and cost reduction of LP/CSC (Sabel 2005a). The ability to perform a variety of roles has become an indispensible competitive competence within disintegrated production. Even in sectors where tiering still exists—e.g. automobiles and complex industrial machinery—producers within the supply chain increasingly occupy a variety of positions over time. Indeed, in entering into a relationship, neither the customer nor the supplier can have a clear idea of how the specific content of their tie will evolve. Will it be an intimate collaboration? Will collaboration fail and the customer ask for some other more arm’s-length service?
Will other collaborators turn out to be necessary for the successful construction of a component system? Will the initial supplier lead the collaboration, or will the customer direct it all? These things are increasingly difficult to predict *ex ante*. The character of a tie with even a single customer can vary substantially over time and a series of discrete contracts. As a result, both customers and suppliers must be prepared to play a variety of roles (Kristensen 2008a, 2008b; Kristensen et al. 2008; Herrigel 2010). This is a core practice in the ID/LPS model of disintegrated production, but marks a departure from the originally more hierarchical LP/CSC model.

At the same time, all collaborators, regardless of their role, find themselves under continuous pressure to reduce their costs and improve the quality and content of their products and services. For this, it is widely recognized that the formal mechanisms of self-observation (kaizen, five-why error detection analysis, benchmarking, etc.) associated with the LP/CSC model of disintegrated production have become indispensable (MacDuffie 1997; Hines et al. 2004; Sabel 2005a). Many large customer firms insist that their suppliers develop these capabilities (MacDuffie and Helper 1997; Sako 2004). Indeed, many large customer firms have developed extensive internal supplier development organizations to teach their suppliers how to deploy these mechanisms of self-analysis (SEA 2008). The dissemination of these lean practices has also become an important goal of public institutions in many industrial clusters (Whitford and Zeitlin 2004; Kristensen et al. 2008). Such formal mechanisms facilitate cooperation and help ensure that its trajectory will be cost effective. These key practices of the LP/CSC model have begun to diffuse broadly, even among SME specialists within industrial districts and regional clusters where they were never central (Fieten et al. 1997; Whitford 2006). Thus, for example, collective benchmarking and training in quality assurance standards and related techniques have been among the most widely demanded services in Italian industrial districts over the past decade (Sabel 2004b; Zeitlin 2007).

**Cooperative globalization of SMEs**

In the context of dramatic cost competition and the globalization of their customers, SME supplier firms and specialists from high-wage regions have begun to globalize. This process occurs in two main variants. The first involves regional clusters of specialists who collectively produce and assemble all components of a product. Italian industrial districts for shoemaking, ceramic tiles, or packaging machinery, which organize the offshore production of crucial processes or lower value-added products illustrate this trend (Camuffo 2003; Bellandi and Di Tommaso 2005; Cainelli et al. 2006). The other variant is internationalization of SME suppliers to MNC lead firms and suppliers in integral-architecture manufacturing sectors. Typically, in these cases groupings of firms form an alliance to follow their customers into foreign markets (Herrigel 2007). The reasons for both variants of SME globalization, however, are the same as those that have driven the globalization of larger firms:
cost-reduction pressures, and customer demands for proximity of key collaborators in new locations.

In many cases, SMEs from high-wage regions seek to relieve cost pressure in their home markets either by identifying suppliers in low-wage regions or by establishing their own production facilities in those places. Such moves follow the trajectory outlined above regarding MNC suppliers: initially firms outsource offshore the simplest operations, then they establish their own production in low-wage regions, often simply to accommodate customer demands that they develop such capacity.

Either way, such moves are difficult for SMEs and are frequently undertaken in cooperation with external partners. This is particularly the case when it comes to identifying appropriate suppliers or locations in low-wage environments. Often, SMEs use network ties with larger customer firms to identify attractive potential suppliers or joint-venture partners in low-wage regions. Sometimes, SMEs will hire foreign nationals who know the terrain in their home country and can therefore help in setting up the offshore operation and managing the inevitable problems of communication, logistics, and quality assurance. In other cases, a number of non-competitive SMEs in related lines of manufacturing may cooperate in such offshore ventures. The Global Components project found a case of nine very small family-owned American metalworking firms, each with a related but non-competitive proprietary product, which pooled their resources to contract with a firm in Shanghai to identify, audit, certify, and monitor appropriate Chinese suppliers for them (Herrigel 2007). In the case of Italian industrial districts, these tasks may be performed by agents of large groups created by SMEs in the district or by public agencies representing the regions (Bellandi and Caloffi 2008). German SMEs frequently work with the offshore branch of the German Chamber of Industry and Commerce to identify appropriate offshore regions and suppliers (Depner and Bathelt 2003).

SMEs from high-wage regions are much more severely challenged when it comes to the second driver of offshoring: following the customer into low-wage markets. Here the SME often simply lacks the financial leverage to establish on its own the higher-volume production facilities in offshore locations that their mostly large MNC customers require. Nonetheless, SMEs feel compelled to globalize for fear that if they did not, they would lose key customers. In order to make such moves, SMEs therefore seek out partners. This can involve outright merger between firms. But in a surprising range of cases, cooperation has taken very interesting alternative forms.

Take the example of the strategy pursued by a small German family-owned manufacturer of industrial springs. The company has been a specialist spring producer for over 120 years. In 2005, the company ‘became part of’ a larger group of spring and stamped metal parts producers—all of whom were small- or medium-sized, specialist family-owned firms just like themselves. The participating specialists were not all from the same place, but all came from traditional regions in Germany of specialized SME production (Herrigel 1996). The original spring family owns a proportional interest in the group, which is a limited liability corporation (GmbH),
not a joint-stock company (AG). The owner family participates with the other
families in the development of overall group strategy. The formation of the group
has resulted in an internal rationalization of production capacity and competence
among member firms. Exchange of information and experience among group
members is ongoing and systematic. The group tries to optimize the specialities of
its members on an ongoing basis.

In effect, this process has resulted in the creation of a ‘lead plant’ system very
similar to the one described above for larger MNC component suppliers, though in
this case each lead plant is one of the original SME specialists. The lead plants service
jointly established production locations in foreign regions—the Czech Republic,
China, the USA, and Latin America. As with the large MNC suppliers described
above, each of those foreign locations produces the complete range of product
offered by the group. As a result, the foreign locations are far more diversified
production facilities than the lead plants in the high-wage regions themselves. And
there is continuous know-how spillover between the lead plants in Germany and the
subsidiaries abroad. The new collaborative entity is essentially a globalized special-
ization cartel of SME spring producers and precision metal stampers. The alliance
pools the resources and competences of its members in order to provide production
and financing leverage to one another at the same time that they are able to exchange
technical, customer, and market know-how. The aim of the group is to create open
flows of information and know-how about technology, product application, custo-
mers, and markets in order to foster new product and new application development
among all participating members.

Analogous groups have emerged in Italian industrial districts. They differ from
their German counterparts in that the members of the group are regionally
concentrated, and may comprise the gamut of specialists needed to produce the
end product(s) manufactured in the district (shoes, apparel, ceramic tiles, etc).
These groups leverage the offshoring of production in the district and coordinate
the allocation of capacity on a global basis among local members and offshore
suppliers. They also play a key role in orchestrating technological innovation,
product development and design, and international marketing among participat-
ing firms. In comparison with the German cases, Italian groups often have an even
looser property structure, though they may be organized by larger ‘leader firms’,
which take equity stakes in key suppliers. Depending on the degree of formaliza-
tion of ownership ties, these ensembles of firms are variously referred to in the
Italian literature as ‘district groups’, ‘pocket multinationals’, or ‘open networks’,
(Corò and Micelli 2006; Chiavesio et al. 2006; Brioschi et al. 2002; Colli 2002;
Lazerson and Lorenzoni 1999).

SME globalization is also occurring quite extensively in Scandinavia, particularly
in Denmark. Indeed, over 50 per cent of the Danish workforce is employed in firms
with at least one foreign subsidiary, and over 34 per cent of those workers are
employed in firms with fewer than 650 employees (Kristensen et al. 2008). The
range of possible variants of SME cooperation on a global scale is thus extremely
great. This is a promising area for future research.
Regional policy for the globalization of disintegrated production

Globalization places great pressure on the regional governance structures that have historically been indispensable for the sustained competitiveness of disintegrated production clusters. Unlike the firms that they serve, the governance institutions and practices in regions where disintegrated production has been embedded cannot easily shift their operations offshore. They must focus on keeping the operations that remain in the high-wage regions competitive and capable of participating in the fluid roles and formal self-monitoring processes of global competition. This has not been an easy adjustment. Several very significant regional clusters of disintegrated production, such as Prato in Italy, or (arguably) the traditional American automobile complex in Michigan, Ohio, and Indiana, have been largely overwhelmed by these globalization processes. They were not able to establish regional governance practices that could facilitate dynamic disintegrated globalization (dei Ottati 2003; Honeck 1998). Globalization of production, finance, and marketing can create asymmetries of access to technology and information, thereby undermining existing mechanisms for containing opportunism and balancing competition and cooperation (Zeitlin 2007). Further, the globalization of disintegrated production generates demands for new public goods among regional and industry producers, which existing institutional infrastructures are unable fully to supply or even anticipate (Sabel 2005b; Bellandi 2006). Currently, there is enormous experimentation across Europe and North America around these issues. Failure exists, everywhere it threatens, but there are also intriguing examples of success (cf. also Crouch et al. 2001, 2004).

A central feature of many regional processes of governance adjustment has been the development of public or public–private collaborations for upgrading the manufacturing supply base (mentioned above). These kinds of extra-firm efforts aim at enhancing the core skills that SMEs require to participate in contemporary disintegrated production networks: the development of technical know-how, the ability to perform multiple roles, and the capacity to engage in continuous self-analysis for collaboration and cost reduction. A wide variety of institutional arrangements for this purpose already exist in different national and regional settings (Whitford and Zeitlin 2004; Herrigel 2010; Kristensen 2008b). Yet, efforts to create a proactive, supportive architecture for the globalization of SMEs from high-wage regions remain very incipient. Public and extra-firm efforts trail behind the informal efforts supporting globalization outlined above, such as large multinational lead firms giving their SME suppliers tips on reliable offshore interlocutors and production locations, or SMEs collaborating amongst themselves to accomplish similar tasks. One interesting, but limited, example of public support in this area is the role of the German International Chamber of Commerce in offshore regions. This agency does not identify specific commercial interlocutors for globalizing SMEs, but does provide them with extensive market information about
offshore areas. Perhaps most importantly, it helps SMEs deal with foreign bureaucracies when they move offshore.

More elaborate and multidimensional examples of proactive regional support for disintegrated globalization are only now being discovered. Perhaps the best-attested case is Bellandi and Caloffi’s (2008) account of recent initiatives in Italian regions, especially Tuscany. They focus on the identification of ‘cluster to cluster’ public goods—common trade protocols (ERPs), educational facilities, technical languages, and specific business services—between Italian industrial districts and what they call ‘proto-industrial districts’ in China.7 At the Italian federal level, an intergovernmental body has been created, the Comitato Governativo Italia-Cina (Italy-China Committee), which has sponsored an array of trans-territorial projects between the two countries, and there have been several regional-level ‘China Projects’. Bellandi and Caloffi describe one of these, between the tanning and leather district of Santa Croce sull’Arno in Tuscany and an array of shoemaking regions and specialized towns located between Shanghai and Guangdong in China. At home, the Santa Croce district was crucially supported by a leather tanning trade association, the Associazione Conciatori (ASCON), which ‘carries out lobbying activities, represents their associates in several contexts, supports the realization of promotional activities, organizes training courses, promotes the creation of loan consortia, looks after the procurement of raw materials and provides other specialized services’ (Bellandi and Caloffi 2008: 11). With the support of its members and the regional government, ASCON identified an array of complementarities between its members and Chinese producers—opportunities for the sale of Italian leather as well as for cooperation on key technologies (anti-pollution and water purification) that were crucial for the creation of transnational supply chains. Extra-firm institutions seeking proactively to exploit opportunities created by globalization thus successfully generated mutual benefits and synergies between the clusters of regional specialists.

Bellandi and Caloffi’s examples of proactive support for regional globalization efforts are striking. They represent what Sabel has called the shift in industrial districts from ‘worlds in a bottle to windows on the world’ (Sabel 2004b). Yet, the identification of opportunities for high-wage regions created by globalization are still often overshadowed by expressions of anxiety and distress about potential threats. Increasingly, however, similar discussions to those in Italy are occurring in many manufacturing clusters dominated by competitive and dynamically adjusting SMEs. The Wisconsin Manufacturing Extension Partnership, for example, which has played a crucial role in coordinating supplier upgrading and cooperation with large MNC customers, has recently begun discussions about proactively supporting the globalization of regional SMEs (interview). Analogous cooperative efforts have been identified in Norway and Denmark. (Kristensen 2008b; Kristensen et al. 2008) This is a

---

7 The authors note that there are also cluster building policies sponsored by the Italian Federal Government between Italy and Russia: ‘Task Force Italy-Russia on Industrial Districts and SMEs’ (Bellandi and Caloffi 2008).
CONCLUSION

This chapter has provided an overview of the main issues regarding inter-firm relations and supply chain dynamics within what we have called disintegrated production. It has focused primarily on the changing character of relations among producers and between regions over the past thirty years. Disintegrated production emerged as a dominant alternative orientation to the hierarchical Fordist/Chandlerian model in manufacturing. Its key distinguishing feature is intense and ongoing collaboration between design and manufacture in the context of increasing fragmentation of the division of labour within and across firms. Production units have become smaller, and frequently transformed into separate legal entities. Their relations are continuously recomposed through collaboration and negotiation, rather than market signals or hierarchical directives. Relations among collaborating producers, furthermore, are often governed by an array of extra-firm practices and institutions designed to balance cooperation and competition and facilitate continuous recomposition of roles and capacities. These relations characterize practices within developed and developing contexts as well as those that bridge both milieux.

Perhaps the most controversial element within studies of disintegrated production concern the power relations governing the supply chain. Our own view is that the chronic uncertainty and resultant fluidity of relations in disintegrated production reduces structural power imbalances across the community of producers. In the old Fordist/Chandlerian subcontracting world, power relations were structurally stable: suppliers were a community of proximate producers dependent on one or a few local vertically integrated customers for work. Such large manufacturing customers, in turn, viewed themselves as a privileged prince capable of producing prosperity for their underling suppliers, but ever conscious of the need to do so with a firm and strict hand (Kwon 2004; Whitford and Enrietti 2005). In the new world, power remains a central dimension of customer–supplier relations—especially in cases where role definition is relatively clear ex ante and/or arm's-length ties are in play. But even in the latter cases, there is the crucial difference that neither the customer nor the supplier views their power advantage as stable or secure: leverage is contextually defined and constantly shifting in both local and foreign contexts as roles and strategies are redefined.

Where roles are ambiguous and ties are collaborative, power in the sense of asymmetric leverage is still more elusive. Iterative co-design of innovative products and joint definition of competences create mutual dependence that increases switching costs and stimulates commitment to joint problem solving and dispute
resolution. So, in an important sense, the new mixture of close collaboration and open networks in the disintegrated supply chain has reduced structural power imbalances within the community of producers.

A similar argument can be made about mutual benefits from exchange within disintegrated production. Collaboration can provide the parties with mutual benefits. This need not benefit all parties equally; nor does the existence of mutual benefit imply the absence of power relations in the collaboration. Collaboration can occur despite power asymmetries, with benefits nonetheless accruing to all parties. Players enter into exchange relations because they see the possibility of gain. This is true of market exchanges and it is true of collaborative exchanges. Power and equity are orthogonal in this regard.

The one certainty about power and reward in disintegrated production is that it is unstable and inconsistent. This is true of relations in the workplace. It is true of inter-firm relations along the supply chain. And it is true of relations between developed and developing regions. Roles and relationships, both global and local, are in a constant state of recomposition. Actors, firms, and regions that have developed proactive strategies and supporting institutions for participating in this process of continuous reorganization are most likely to succeed in the current international environment.
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CHAPTER 19

INSTITUTIONAL TRANSFORMATION IN EUROPEAN POST-COMMUNIST REGIMES

IVAN SZELENYI
KATARZYNA WILK

INTRODUCTION

What is happening to institutions during the post-communist transition in Eastern and Central Europe? There is a consensus in the literature that in both Central and Eastern Europe the initial transitional reforms aimed at building up market institutions. They did not attempt the more complex and potentially costly political task of reforming social institutions ‘The sequence of reforms in transition economies are roughly in line with what the prediction of political economy theory suggesting that reforms expected to be more popular should start first’ (Roland 2002: 42). However, as predicted by Aghion and Blanchard (1994), fast economic reforms have raised the demand for social policies, which would compensate the transitional losers; ‘Not only is the economy changing, but so is the government’s role in buffering people from market forces’ (Lipsmeyer 2002: 661). In the early stages,
governments either sustained or expanded their already extensive commitments (Fultz and Ruck 2001), in order to contain the social costs generated by the transition. A dramatic increase of unemployment, for example, was compensated for by large-scale early retirement provision; the costs were transmitted to the pension systems increasing the level of state expenditure, thus having a long-term negative impact on the sustainability of public finances and prospects for further reforms. Major social institutions including pension and healthcare systems and educational services, thus, continued to be structured along socialist principles for some time (Fultz and Ruck 2001; Deacon 2000).

These tensions reflect a broader issue in institutional analysis concerning the way in which institutional structures reinforce and complement each other. In communist regimes, a certain balance had emerged between the political system, the form of economic organization and the social institutions of redistribution. With the collapse of communism, however, these institutional linkages were broken apart and actors had to develop new strategies as they sought to rebuild institutional coherence. In this chapter, we argue that in the early stages of transition, it was the reorganization of the economy that dominated the process of institutional change. This reorganization was in turn closely aligned with the development of new state structures and political processes. At this stage, the social institutions of redistribution were little affected. The second phase of transition has, however, seen the emergence of efforts to reform the welfare system in ways which better fit the developing neo-liberal economies. These efforts have been differentially successful because the political and economic institutions established in the first phase of transition shape and constrain the sorts of institutional change in welfare systems, which is being pursued in the second phase. During the first decade of the transition, the economic system was by and large successfully transformed into a market system, but the great distributive systems, (as they have been known in Eastern and Central Europe) such as healthcare, the pension system, and tertiary education remained very much as they had been during the socialist era. However, by the late 1990s, this situation was changing and institutional reform moved into a second phase, focusing particularly on how to make these welfare institutions fit more closely to the new context.

For some forty years of socialism, the former socialist countries had been on a convergence trajectory. They had entered the socialist experiment at very different levels of economic development, with different institutional arrangements and major cultural-religious differences. While these differences did not disappear altogether they were substantially reduced. But as communism broke down the old fault-lines re-emerged, and the European socialist countries split between Central and Eastern Europe just as Jenö Szűcs predicted ([1983]1988). Dawson noted that although societies of the former Soviet Union and Eastern Europe ‘... all share a common legacy of communist rule and confront similar challenges in attempting a transition away from Soviet-style communism’ (Dawson 1999: 15), they differ with respect to the commitment to and the accomplishment of building capitalist economies, democratic institutions, and reformed social institutions.
We start this chapter by conceptualizing these different trajectories in European socialist countries from socialism and then proceed to show how this has impacted on the two phases of transformation which have taken place.

The two trajectories of transformation

Arguably there was a fault line between Central and Eastern Europe, which preceded the socialist period. Following The Second World War, the European countries that entered the path of socialist transformation were at strikingly different levels of social and economic development and they had quite different socio-economic institutions. Czechoslovakia, Poland, the Baltic States, Hungary, and the western states of Yugoslavia (Slovenia and Croatia) were more westernized, industrialized, and somewhat wealthier than the non-Baltic states of the USSR and the European regions east of them, like Yugoslavia, Albania, Bulgaria, and Romania. In this chapter we call the former group of countries Central Europe (often referred to in the literature somewhat awkwardly as East Central Europe) and label the latter ones as Eastern Europe. For forty years, between the late 1940s and 1989 the European societies, which called themselves socialist, were on a convergence trajectory (Berend, 1996). During the four decades of socialism, differences did not disappear completely but they were substantially reduced. The convergence of economic and social institutions was particularly impressive. The institutions of the redistributive economy were almost indistinguishable. A Soviet model of legal, educational, and cultural institutions was also imposed in all the countries (though to a slightly different degree). Hence Central and Eastern Europe were on the road to be merged into the rather homogeneous category of ‘Soviet type societies’.

For a short while, after the collapse of communism and the discrediting of those associated with the communist parties, it appeared that there was no alternative to the transition to a ‘free market economy’. Neo-liberalism became the dominant ideology in the whole region. Economic reform scenarios were similar. Balcerowicz advocated shock therapy in Poland. Gaidar promised capitalism in one hundred days in Russia. But this consensus did not last too long. By the mid-1990s rather different socio-economic institutions were emerging in these two regions of Europe.

The differences between the Central and East European ways of building capitalism became apparent in the ways in which property was converted from public into private ownership. How this crucial step in the transition should be undertaken was debated. There was strong support for some sort of people’s capitalism, hence privatization by vouchers. Vouchers were supposed to be either equally distributed among citizens or allocated to employees according to their length of service or their accumulated contribution to the value of the enterprise. The major alternative to this was public and competitive auctioning of formerly collective property to the highest bidders. Various countries followed different policies at different points in time, but after experimenting with a range of privatization techniques, the two regions of Europe found themselves moving in distinctly different directions.
In Russia voucher privatization facilitated management buy-outs and helped to create a new domestic grand bourgeoisie. Many of them came from the ranks of former high officials and their clients and hence they were seen as the ‘red barons’, or a ‘nomenklatura bourgeoisie’. Gigantic private wealth was created over a short period of time. This was not quite what neo-liberals such as Gaidar wanted or advocated, but it was the result of Yeltsin’s compromises with political bosses. Arguably the new grand bourgeoisie was created via state action and was intimately linked to political power. Nevertheless, the new property relations were also somewhat insecure. This became especially obvious as Putin came to power, and he was faced with challenges to his power by some of the ‘oligarchs’. Putin managed to reallocate some of the property from now disloyal clients to loyal ones (even renationalized some of the wealth previously privatized), as well as locking up or exiling some who had begun to aspire to political power. Putin treated the post-communist oligarchs as ‘pomesh-chiks’, or service nobility, owners who have their property in exchange for their services and loyalty to their political master. During the 1990s there was a similar trend in changes in property relations in a number of other countries, Bulgaria, Romania, and even in Slovakia under Mečiar (O’Dwyer, 2006: 48; Elster, Offe and Preuss, 1998: 202).

Such patron–client relations were not restricted to the world of political bosses and new proprietors. In Eastern Europe, relationships between state authorities and citizens, and management and workers were also clientelistic. Unemployment grew relatively slowly, though wage arrears were frequent. But firms occasionally offered services typical of the socialist era (housing, even household plots, in order to enable workers to grow their own food when their wages not were paid). Barter complemented in significant ways the market transaction, and in some areas of life it was more important than markets (Southworth, 2004a, b; Woodruff 1999).

Given the importance of clientelism, especially the reallocation of former state property as private property by political patrons to clients in exchange for their loyalty, this type of domination and set of economic arrangements may be labelled neo-patrimonial (Eisenstadt 1973; Garcelon 2005). Neo-patrimonialism in its most general sense implies the uses of public or state resources in order to secure the loyalty of the clients. Patrimonialism is a technology of domination, a system of governmentality. It secures loyalty rather than material benefits to the patron (though patrimonial rulers can be corrupt and can be engaged in activities of political capitalism). What—if anything—is new or novel in the patrimonialism of the twenty-first century as described here? Eisenstadt (1973) emphasized that neo-patrimonial domination represents a mix of patrimonialism and bureaucracy, or legal rational authority. The rulers even in the most modernized patrimonial states were personal masters. In neo-patrimonial regimes even when the person of the patron is important, as in the case of Russia’s Putin, some formally rational system of succession is in place. Hence Putin did not seek an unconstitutional third term as president. He managed the election of one of his clients to this office and then renegotiated the distribution of power between president and prime minister, the position he was able to occupy without violating the law. Neo-patrimonialism in its
ideal type also coexists with a system of managed democracy. Elections are held at regular intervals. Opposition parties participate in these elections, though the elections rarely offer surprises and are managed through a variety of means whereby the state apparatus is used covertly and overtly to maintain the conditions for the victory of the existing order.

Economic transformation in Eastern Europe proceeded along neo-patrimonial lines with state and economy closely intertwined under the dominance of strong political leadership supported by a loyal class of oligarchs who accrued huge wealth through their control of certain key state assets. Meanwhile other assets of the state such as heavy industry and the production of consumer goods, which were uncompetitive in the new open economy, were left to decline, causing massive unemployment and poverty. Whilst this was partially cushioned by the old distributive systems, the use of traditional mechanisms of tight police control and appeals to Russian nationalism were also deployed to manage the maintenance of the neo-patrimonial regime.

During the early 1990s the Central European countries also experimented with various techniques of privatization and voucher privatization. Though Vaclav Klaus, while prime minister of the Czech Republic during the early 1990s, was usually praised for his staunch liberalism, early on he was committed to encouraging domestic capital formation and was careful in opening up Czech capital markets to foreign investors. As a result the Czech Republic (and Poland as well) until the second half of the 1990s lagged substantially behind Hungary in per capita FDI (see Table 19.1). Even in Hungary, which took an early lead in auctioning off formerly state owned corporations in competitive biddings to foreign investors, some of the privatization was achieved via compensation vouchers (in particular in agriculture; see Harcsa et al. 1998) and like in Eastern Europe the beneficiaries of this kind of privatization method were former cadres or their clients. Nevertheless by the late 1990s in the Central European region the main technique of privatization of the corporate sector was competitive bidding at auctions, and as these economies took off after 1995 the most dynamic and export oriented sectors of their economies were owned or controlled by foreign investors (Eyal et al. 1998).

The Central European countries in order to attract and keep foreign capital so vital for their economic growth strategy had to implement neo-liberal economic policies. This involved radical deregulation of the economy, offering tax benefits to foreign investors, opening their markets to importers, and free market reform of the banking sector. Central Europe was on a neo-liberal trajectory to post-communist capitalism (Kochanowicz 2006). On a number of economic indicators and institutions (in terms of per capita FDI, the extent of privatization, degree of liberalization of markets for foreign goods, and elimination of export subsidies) the Central European countries were arguably more neo-liberal than countries like the UK under Thatcher or the US under Reagan.

The differences between the neo-patrimonial transformation of Eastern Europe and the more neo-liberal transition in Central Europe can be seen in Table 19.1.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belarus</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Admin. prices</td>
<td>100</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>45</td>
<td>30</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>Bank reform</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Foreign direct investment</td>
<td>Na</td>
<td>Na</td>
<td>.Na</td>
<td>Na</td>
<td>18</td>
<td>11</td>
<td>15</td>
<td>105</td>
<td>350</td>
<td>201</td>
</tr>
</tbody>
</table>

| Bulgaria    | 10   | 10   | 20   | 25   | 35   | 40   | 50   | 55   | 60   | 65   |
| Admin. prices | 100  | 70   | 24   | 16   | 26   | 43   | 46   | 52   | 14   | 16   |
| Bank reform | 1    | 1    | 1    | 1.7  | 2    | 2    | 2    | 2.7  | 2.7  | 2.7  |
| Foreign direct investment | Na  | 4    | 56   | 42   | 40   | 105  | 98   | 138  | 507  | 537  |

| Czech Republic | 5    | 10   | 15   | 30   | 45   | 65   | 70   | 75   | 75   | 75   |
| Admin. prices | Na   | Na   | 28   | 18   | 18   | 17   | 17   | 13   | 13   | 13   |
| Bank reform | 1    | 1    | 2    | 3    | 3    | 3    | 3    | 3    | 3    | 3    |
| Foreign direct investment | Na  | Na  | 983  | 564  | 762  | 2,531| 1,280| 1,259| 3,574| 6,219|

| Hungary     | 5    | 25   | 30   | 40   | 50   | 55   | 60   | 70   | 75   | 80   |
| Admin. prices | 18   | 16   | 11   | 11   | 12   | 13   | 13   | 14   | 14   | 15   |
| Bank reform | 1    | 1    | 2    | 2    | 3    | 3    | 3    | 3    | 4    | 4    |
| Foreign direct investment | 187  | 311  | 1,459| 1,471| 2,328| 1,097| 4,772| 3,335| 3,715| 3,070|

<p>| Poland      | 30   | 30   | 40   | 45   | 50   | 55   | 60   | 60   | 65   | 65   |
| Admin. prices | 19   | 11   | 11   | 11   | 11   | 12   | 12   | 11   | 11   | 11   |
| Bank reform | 1    | 2    | 2    | 2    | 3    | 3    | 3    | 3    | 3    | 3.3  |
| Foreign direct investment | Na  | 0    | 117  | 284  | 580  | 1,846| 3,617| 4,445| 4,863| 6,049|</p>
<table>
<thead>
<tr>
<th>Country</th>
<th>Private sector</th>
<th>Admin. prices</th>
<th>Bank reform</th>
<th>Foreign direct investment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Romania</strong></td>
<td>15 15 25 25 35 40 45 55 60 60</td>
<td>100 85 47 29 20 18 18 18 9 9</td>
<td>1 1 1 1 1 2 3 3 2.7 2.3</td>
<td>Na -18 37 73 87 341 417 415 1,267 2,079</td>
</tr>
<tr>
<td><strong>Russia</strong></td>
<td>5 5 5 25 40 50 55 60 70 70</td>
<td>100 100 100 47 47 40 13 13 13 13</td>
<td>1 1 1 1 1 2 2 3 3 1.7</td>
<td>Na Na Na Na Na 408 1,460 1,656 1,681 1,492</td>
</tr>
<tr>
<td><strong>Slovakia</strong></td>
<td>5 10 15 30 45 55 60 70 70 75</td>
<td>Na Na Na Na 22 22 22 22 21 18</td>
<td>1 1 2 2.7 2.7 2.7 2.7 2.7 2.7 2.7</td>
<td>10 24 82 100 106 236 194 199 84 373</td>
</tr>
<tr>
<td><strong>Ukraine</strong></td>
<td>10 10 10 10 15 40 45 50 55 55</td>
<td>Na Na Na Na Na Na Na Na Na Na</td>
<td>1 1 1 1 1 1 1 1 2 2</td>
<td>Na Na Na 200 458 151 257 516 581 747</td>
</tr>
</tbody>
</table>

*Source: Data are from www.ebrd/economicstatistics.*

Private sector = private sector share in GDP (in per cent); Admin. prices = share of administered prices in CPI (in per cent); Bank reform = EBRD index of banking sector reform (1 = none; 4 = full); FDI = foreign direct investment net in US$ million.
The Czech Republic, Hungary, and Poland privatized the public sector early, and opened investment markets early to foreign capital. The acceleration of privatization tended to coincide with an influx of FDI (though much less so in Poland than in the Czech Republic and Hungary). They also deregulated the economy (reduced price controls and reformed the banking sector). Privatization was somewhat (or greatly) delayed in Belarus, Bulgaria, Romania, Russia, and the Ukraine (the later four countries were one to three years behind the Central European ones in this respect) and more importantly when privatization took off, their markets were still largely inaccessible to foreign investors, enabling the nomenklatura bourgeoisie to take advantage of mass privatization.

In the period up to the late 1990s, the regimes labelled neo-patrimonial offered poor economic performances, while the neo-liberal countries, which also suffered substantial early set-backs, recovered early and began to perform well. But around 1998–2000 the fortunes changed. As post-communist regimes entered the second phase of institutional transformation neo-patrimonial systems took off, while neo-liberal systems with some exceptions slowed down.

On the whole, neo-patrimonial regimes did poorly in the 1990s. They managed to keep unemployment rates low, but most suffered from hyperinflation and while they seemed to recover briefly they fell back into a rather deep recession by the end of the first post-communist decade. Taking into account falling living standards, increases in the poverty rate, and popular dissatisfaction with the transition it is even more obvious how neo-patrimonial regimes fell behind neo-liberal countries. According the World Bank data (www.worldbank.org) in countries like Belarus, Bulgaria, Romania, Russia, and the Ukraine, the percentage of population below the poverty line ranged from 25 per cent to over 40 per cent while at the same time in the Czech Republic, Hungary, and Poland it was between 2 and 15 per cent.

By 1999–2000 there was a sharp turnaround in several respects. There was a shift in the economic institutional arrangements of some countries. Most importantly, countries regarded as neo-patrimonial during the 1990s, such as Bulgaria and Romania, opened up their markets. The same occurred in Slovakia, which was during the first decade of transition a mix between neo-patrimonialism and neo-liberalism. During the past ten years these three countries have caught up with the Czech Republic, Hungary, and Poland in annual per capita FDI inflow, or even surpassed them. In 2007 FDI inflow in Hungary was a mere US$ 1,400 million, while Slovakia received 2,660 million, Bulgaria 8,150 million, Romania 9,660 million. Since these countries were about to join the EU they were under pressure to conform to EU requirements in opening up their markets and reducing corruption (though plenty of corruption still remains in Bulgaria and Romania). Their political system also shifted more towards liberal democracy (arguably EU pressure played a role in Mečiar’s 1998 electoral defeat). Most significantly Russian economic growth took off and during the last decade Russia joined the Wunderkindern of the world economy consistently producing 7–10 per cent annual growth rates, while government debts declined consistently.
Table 19.2: Economic performance of neo-liberal and neo-patrimonial regimes during the first phase of transition

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belarus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>8</td>
<td>-3</td>
<td>-1</td>
<td>-10</td>
<td>-8</td>
<td>-12</td>
<td>-10</td>
<td>3</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Unemployment</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Inflation</td>
<td>2</td>
<td>5</td>
<td>94</td>
<td>970</td>
<td>1,190</td>
<td>2,221</td>
<td>709</td>
<td>53</td>
<td>64</td>
<td>73</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>18</td>
<td>10</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Bulgaria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>1</td>
<td>-9</td>
<td>-12</td>
<td>-7</td>
<td>-2</td>
<td>2</td>
<td>3</td>
<td>-10</td>
<td>-6</td>
<td>4</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>2</td>
<td>10</td>
<td>15</td>
<td>16</td>
<td>19</td>
<td>14</td>
<td>13</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Inflation</td>
<td>6</td>
<td>26</td>
<td>334</td>
<td>82</td>
<td>73</td>
<td>96</td>
<td>62</td>
<td>123</td>
<td>1,082</td>
<td>22</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>185</td>
<td>166</td>
<td>172</td>
<td>183</td>
<td>319</td>
<td>105</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>1</td>
<td>-1</td>
<td>-12</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>1</td>
<td>10</td>
<td>52</td>
<td>11</td>
<td>21</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>19</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>Hungary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>1</td>
<td>-4</td>
<td>-12</td>
<td>-3</td>
<td>-1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>9</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Inflation</td>
<td>17</td>
<td>29</td>
<td>35</td>
<td>23</td>
<td>23</td>
<td>19</td>
<td>28</td>
<td>24</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>75</td>
<td>79</td>
<td>90</td>
<td>86</td>
<td>84</td>
<td>72</td>
<td>64</td>
<td>62</td>
</tr>
<tr>
<td>Poland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>0</td>
<td>-12</td>
<td>-7</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>7</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>16</td>
<td>15</td>
<td>13</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Inflation</td>
<td>251</td>
<td>586</td>
<td>70</td>
<td>43</td>
<td>35</td>
<td>32</td>
<td>29</td>
<td>20</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>95</td>
<td>82</td>
<td>87</td>
<td>89</td>
<td>72</td>
<td>50</td>
<td>44</td>
<td>44</td>
<td>39</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>-6</td>
<td>-6</td>
<td>-13</td>
<td>-9</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>-6</td>
<td>-5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>Na</td>
<td>3</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Inflation</td>
<td>1</td>
<td>5</td>
<td>170</td>
<td>210</td>
<td>256</td>
<td>137</td>
<td>32</td>
<td>39</td>
<td>154</td>
<td>59</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>21</td>
<td>28</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Russia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>2</td>
<td>-3</td>
<td>-5</td>
<td>-15</td>
<td>-9</td>
<td>-13</td>
<td>-4</td>
<td>-4</td>
<td>1</td>
<td>-5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Inflation</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>1,526</td>
<td>875</td>
<td>311</td>
<td>198</td>
<td>48</td>
<td>15</td>
<td>28</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>48</td>
<td>46</td>
<td>49</td>
<td>57</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td>Slovakia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>1</td>
<td>0</td>
<td>-16</td>
<td>-7</td>
<td>-4</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>Inflation</td>
<td>2</td>
<td>11</td>
<td>61</td>
<td>10</td>
<td>23</td>
<td>13</td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>28</td>
<td>25</td>
<td>22</td>
<td>32</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>4</td>
<td>-4</td>
<td>-11</td>
<td>-10</td>
<td>-14</td>
<td>-23</td>
<td>-12</td>
<td>-10</td>
<td>-3</td>
<td>-2</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Na</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Inflation</td>
<td>2</td>
<td>4</td>
<td>91</td>
<td>1,210</td>
<td>4,734</td>
<td>891</td>
<td>377</td>
<td>80</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Government debt</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>Na</td>
<td>22</td>
<td>24</td>
<td>30</td>
<td>38</td>
</tr>
</tbody>
</table>

Data are from www.ebrd/economicstatistics. GDP = growth in real terms; Unemployment = end-year, percentage of labour force; Inflation = consumer prices, annual average, percentage change; Government debt = in percent of GDP.
Table 19.3: Economic performance of neo-liberal and neo-patrimonial regimes during the second phase of transition

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belarus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Unemployment</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>294</td>
<td>169</td>
<td>61</td>
<td>43</td>
<td>28</td>
<td>18</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>Na</td>
</tr>
<tr>
<td>Government debt</td>
<td>13</td>
<td>17</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>12</td>
<td>Na</td>
</tr>
<tr>
<td>Bulgaria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Unemployment</td>
<td>17</td>
<td>16</td>
<td>20</td>
<td>17</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>9</td>
<td>6</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>1</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>Na</td>
</tr>
<tr>
<td>Government debt</td>
<td>79</td>
<td>74</td>
<td>66</td>
<td>54</td>
<td>46</td>
<td>38</td>
<td>29</td>
<td>23</td>
<td>21</td>
<td>Na</td>
</tr>
<tr>
<td>Czech Republic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>Na</td>
</tr>
<tr>
<td>Unemployment</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Government debt</td>
<td>13</td>
<td>18</td>
<td>26</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>Na</td>
</tr>
<tr>
<td>Hungary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Unemployment</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Government debt</td>
<td>61</td>
<td>54</td>
<td>51</td>
<td>54</td>
<td>58</td>
<td>59</td>
<td>62</td>
<td>66</td>
<td>66</td>
<td>Na</td>
</tr>
<tr>
<td>Poland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Unemployment</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>20</td>
<td>20</td>
<td>18</td>
<td>17</td>
<td>12</td>
<td>8</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>7</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Government debt</td>
<td>40</td>
<td>37</td>
<td>38</td>
<td>42</td>
<td>47</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>45</td>
<td>Na</td>
</tr>
<tr>
<td>Romania</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth of GDP</td>
<td>-1</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Unemployment</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>Na</td>
<td>Na</td>
</tr>
<tr>
<td>Inflation</td>
<td>46</td>
<td>46</td>
<td>35</td>
<td>23</td>
<td>15</td>
<td>12</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Government debt</td>
<td>24</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>22</td>
<td>19</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td>Na</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Russia</td>
<td>Growth of GDP</td>
<td>6</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Unemployment</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>Na</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>86</td>
<td>21</td>
<td>22</td>
<td>16</td>
<td>14</td>
<td>11</td>
<td>13</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Government debt</td>
<td>90</td>
<td>63</td>
<td>48</td>
<td>41</td>
<td>32</td>
<td>26</td>
<td>17</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Slovakia</td>
<td>Growth of GDP</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Unemployment</td>
<td>16</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>17</td>
<td>18</td>
<td>16</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>11</td>
<td>12</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Government debt</td>
<td>47</td>
<td>50</td>
<td>49</td>
<td>43</td>
<td>42</td>
<td>41</td>
<td>34</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Ukraine</td>
<td>Growth of GDP</td>
<td>0</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>10</td>
<td>12</td>
<td>3</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Unemployment</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>Na</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>23</td>
<td>28</td>
<td>12</td>
<td>1</td>
<td>5</td>
<td>9</td>
<td>14</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Government debt</td>
<td>51</td>
<td>46</td>
<td>37</td>
<td>34</td>
<td>29</td>
<td>26</td>
<td>20</td>
<td>17</td>
<td>13</td>
</tr>
</tbody>
</table>

Data from www.ebrd/economicstatistics. Nevertheless if one looks at the two decades of transition neo-liberal policies still win out over neo-patrimonial ones. In terms of economic growth Poland is leading the pack, its real GDP in 2007 was 169% of the 1989 level. Slovakia is next with 154%, the Czech Republic and Hungary are close third and fourth (136% and 135% respectively). Bulgaria lags behind with 107% and Russia with barely over-passing the 1989 level at 102% (data from EBRD).
At the same time, the Czech Republic, Hungary, and Poland—Hungary certainly more so than the other countries—were struggling with the threat of a second recession. In comparison with the neo-patrimonial regimes and with earlier years economic growth slowed down and their government debt after years of decline began to increase again. The Czech Republic was hit with economic slow down first in 1997 and it remained low until 2004–2005. Poland hit rock bottom in 2001–2002. The Czech Republic and Poland did extremely well in terms of their GDP growth between 2004 and 2008, though their government debt remains quite high and the trend during the first decade of the twenty-first century is upward. In contrast, neo-patrimonial regimes have seen declining and low levels of debt. Hungary in terms of its economic growth has been on a downward trend since 2002, but this became especially serious from 2007–2008 with debt so large that the social-liberal government had to implement serious austerity measures and eventually seek IMF support, sending its popularity to record lows and boosting the Conservative opposition party—which was campaigning effectively against welfare cuts.

The ‘Russian miracle’ of course can be attributed to the rising prices of raw materials, especially oil and gas and it remains to be seen whether Russia is on a sustainable trajectory of fast growth. Some commentators argue that the collapse of the rouble during the late 1990s led to an import substitution boom, giving a big boost to domestic industrial production as well. As a result, capital flight declined and domestic investment increased (Cook 2007: 149). It is also noticeable, though, that it is not only the oligarchs who are benefiting from Russia’s take-off; the poverty rate (Alam et al. 2005) and even GINI (which exploded during the first phase of transition) is declining. There appears to be some trickle down of the benefits of economic growth in the Russian Federation and that is hardly attributable to populist hand-outs by the state.

Changes of the great distributive systems during the first phase of transition

During the first phase of transition some weak attempts were made to reform the great distributive systems into a welfare state, which was compatible with the logics of a market economy though this typically affected the providers more than the customers (Mihályi 2007: 16–17). Providers had to learn new ways to navigate in the post-communist world,. The most important changes were the following (see Elster, Offe and Preuss, 1988: 206–7; Orenstein and Haas, 2005, especially p. 139).

1. Funding of pensions and healthcare services were now separated from the state budget (Orenstein, 2000). Pension and healthcare funds were created, which were separately funded from taxes paid by employers and employees (Cook, 2007: 62; Mihályi 2007: 46–7). Management of health care funds was usually decentralized.
2. Private medical practices were legalized, though with the exception of some specialties (for instance dentistry) few people used private medical practices, most relied on public health facilities.

3. Private pension insurance firms were allowed to operate legally (Orenstein, 2000: 219), though the overwhelming majority of pensioners remained in the state-run PAYG system (Wilk and Wtorek 2008).

4. Private universities were legalized and they were allowed to charge tuition fees, but the overwhelming majority of student still attended public universities with tuition-free tertiary education.

5. Universities gained substantial autonomy and, while in socialist times research was separated into the institutes of Academy of Sciences, weak attempts were made to create ‘research universities’ (though the network of research institutes of Academies of Sciences was retained). The universities regained their right to award research degrees—PhDs.

6. Some forms of social assistance became means-tested. (This was highly contested, for instance as part of the so called Bokros package of 1995–96, the Hungarian social-liberal government introduced a means-tested family allowance, which was in 1998 withdrawn by the newly elected right-wing Orban government).

Despite such reforms in the early stages of the transition—at least in Central Europe—social spending was not reduced. In fact it systematically increased (Sachs 2001; see also Rinegold 1999: 30). According to Sachs, social expenditures in Hungary for instance increased from 15.8 per cent of GDP in 1989 to 22.5 per cent in 1993; in Poland the increase was from 10.0 to 21.0 per cent. Sachs attributes this change to the fact that the electoral system was dominated in the new democracies by ‘interest group politics’. He attributes undisciplined welfare spending to the successor communist parties regaining political power. However, this does not take into account the fact that the increases of welfare expenditures to a large extent covered the social costs of economic transformation. As a result of market transition about a third of all jobs were lost—a substantial proportion of those who lost their positions were simply transferred to the pension system via early retirement or disability pensions, or had to be supported by formerly non-existent unemployment benefits.

Recipients of these systems hardly noticed any change. Seeking medical care in a policlinic or being hospitalized was pretty much the same—underwhelming—experience ten years after the fall of communism, as it had been previously. Publicly funded pensions in the Czech Republic and Hungary were close to general living standards. In Poland pensioners’ living standards were actually higher than those of the general population (European Commission 2006 ‘Sustainability’ Report). Students entering the universities were trained in an almost identical system (with some changes in the curriculum, but not in the level of and nature of specialization) and given the changing character of the labour market they faced more serious difficulties upon graduation than ever.
Changes in Distributive Systems During the Second Phase of Transition

During the second phase of the reforms, however, substantial differences emerged between post-communist regimes in the transformation of their distributive systems. Neo-patrimonial regimes implemented radical neo-liberal reforms to the welfare system, while such reforms were often defeated or at least hotly contested in neo-liberal systems.

Though Russia benefited in a major way from the oil boom and has not been under much fiscal pressure to reform the institutions of the great distributive systems, nevertheless, already in 2000, German Gref, the minister for Economic Development formulated a radically neo-liberal welfare reform scenario. Though after political negotiations with the Duma, Gref’s plan was not fully implemented, nevertheless new substantial reforms were passed and implemented in Russia by the middle of the first decade of the twenty-first century. As a consequence of these reforms:

1. Free basic medical services are available only to the means-tested poor.
2. The publicly guaranteed pension is only at subsistence level; pensioners now can choose to transfer some of their pension contributions to privately managed pension funds (Cook 2007: 172; 191).
3. Various in-kind benefits (public transport, housing, medicine, and utilities, etc.) were monetized (i.e. replaced with cash payments) and their value was substantially reduced.
4. Tuition is charged in institutions of tertiary education and funding of universities is now linked to student enrolments, ‘money follows the students’.

It is debatable whether these reforms played any role in the success of the Russian economy (high growth rate and declining government debt). While implementing these reforms the Russian government increased social spending modestly (Cook 2007: 185), so arguably Russia’s robust economy enabled the construction of a neo-liberal welfare state rather than welfare austerity measures causing the economic dynamism and fiscal stability. The truth is probably between these two propositions. The Russian reforms, which emphasized targeting, means testing, and co-payments helped the fiscal health of the Russian economy, which was on a growth trajectory anyway.

In sharp contrast, the Czech Republic, Hungary, and Poland (Slovakia is an interesting exception) struggled with increasing budget deficits and debts and were under pressure from the European Union to meet EU standards. However, they either failed to implement similar reforms or, if they passed neo-liberal welfare legislation, those were met with strong popular resistance and sabotaged by institutional inertia and political uncertainty as opposition parties usually promised to roll
back such reforms, if they came to power. The Central European countries struggle with the following problems with their distributive systems:

1. Healthcare: provision is claimed to be inefficient (too many visits to doctors, too long stays in hospitals, in comparison with old EU countries; see Mihályi and Petru 2001: 212; Rinegold 1999: 36). Furthermore, the health fund is in constant and increasing deficit (Mihályi 2007: 88). Efforts have been made to introduce systems of individual payment and private insurance but these have proved ineffective.

2. Pensions: as far as budget deficit is concerned the publicly funded pension is the single most important item (Gomułka 2001: 123–6). The electoral power of pensioners constitutes a formidable block to change even where this is a major factor in the fiscal crisis of the state. All three countries intend to increase the retirement age (Fox 1997) and to increase the role of funded private insurance schemes but these institutional changes are all strongly opposed.

3. Tertiary education and research funding: efforts to increase funding for tertiary education through introducing fees has met with strong resistance by university instructors, students, and their parents (in Hungary in the March 2008 referendum, 82 per cent voted against university tuition fees). Efforts to reform the structure of the universities and the research system are also having limited success.

During Putin’s presidency, neo-patrimonial Russia introduced a largely neo-liberal system of social provisions, while the neo-liberal Central European countries (with the exception of Slovakia), which have increasing government debt and deficits in publicly funded healthcare, pensions, and tertiary education, retained a fundamentally statist, paternalist system of social provisions with only some complementary market mechanisms (Cook 2007: 53; 239, Table 7).

Why and how did Russia become a leader in liberalization and why has Central Europe run into a brick wall when government attempted radical liberalization? We can examine two explanations: one has to do with the differences in the political system, the other with the quality of socialist welfare provisions.

| Table 19.4: Neo-patrimonial and neo-liberal regimes: comparison of economic institutions and the great distributive systems during the second phase of transition |
|-------------------------------------------------|-----------------------------------|----------------------------------|
| Property rights and economic system             | Neo-patrimonial                   | Neo-liberal                      |
| Great distributive systems                      | Neo-patrimonial                   | Neo-liberal                      |
|                                                 | Neo-liberal                       | Paternalistic                    |
Political determinants of transformation of the institutions of great distributive systems

Russia had attempted the liberalization of the great distributive systems already during the first phase of transition, but Gaidar’s priority was price-liberalization, fiscal stabilization, and privatization, hence the transformation of economic institutions (Cook 2007: 60). The price was of this institutional transformation high so Gaidar did not press the reform of social institutions. In 1995, the Communist party and its left-wing allies became a major force in parliament. They blocked any liberalization of the social institutions and even eliminated some of the earlier reforms. The constellation of political power changed radically, however, with Putin’s election in 1999, and especially with his re-election in 2004. Putin had now firm control over the Duma and though his liberalization of distributive systems was met with popular protest, given his system of managed democracy, he could ignore or even squash protests. Putin could break the bureaucratic resistance of the medical establishment (ibid., 175), ignore the protest of pensioners (ibid., 181), and overcome the opposition by ‘red rectors’ and university students (ibid., 174).

The political realities in most Central European countries were strikingly different. The Czech Republic, Hungary, and Poland have—since 1990—reasonably well-functioning parliamentary democracies. Parties face competitive elections every fourth year, where they might not be elected for a second term (actually changes in governments from election to election is almost the rule rather than the exception in Central Europe). This creates a major barrier to institutional reform of the welfare system, which affects so many of the electorate.

The legacy of socialism

Another potential explanation lies in the legacy of the socialist era. In Czechoslovakia, Hungary, or Poland patients could expect reasonable attention in polyclinics and hospitals. Pensions were paid on time and were indexed to inflation. Students might not have acquired many marketable skills at the university, but education was free and, given the system of credentialing, once they got a degree they had an almost guaranteed job with an income set according to their level of education. In Eastern Europe these systems never worked quite as well, and given the depth of the transitional crisis during the second half of the 1990s they virtually ceased to exist. In this part of the world there did not seem to appear any alternative to private and market-based provisions, while in Central Europe there was still a system, which did not function well, but did function and seemed to be worth defending. In János Kornai’s formulation the Central European post-communist countries live with a “prematurely born welfare state” (Kornai [1992] 1995: 131), by which he means the government took on responsibilities to fund healthcare, pensions, and tertiary education/research beyond their means (Kornai 1997). Kornai acknowledges that under the socialist systems the provisions of such services were often of ‘very poor’
quality (Kornai [1992]1995: 132) as well as being unequally distributed. Access to housing, education, healthcare, etc. was more likely to be made available to party members and the nomenklatura than ordinary citizens. The nomenklatura would also receive better quality services where this was a possibility.

During socialist times, social provisions were funded from the state budget whose source revenues were appropriated from state-owned firms. While funds appropriated this way were inadequate to provide high quality services this system did not generate a fiscal crisis of the state, since the resources were obtainable (though the downturn of socialist economies during the 1980s started to pose some problems, but the system still worked). During the first phase of transition this fiscal base for social provisions was undermined while the need for welfare substantially increased. As Wagener (2002: 161) pointed out: ‘if the communist welfare state was not living beyond its means, the post-communist welfare state certainly was’. As the formerly state-owned enterprises were privatized (and the most profitable ones were sold first) the new owners had to be promised tax-breaks, especially in neo-liberal economies when the major investors were foreign owners. They were often offered tax breaks in order to keep them from moving further east to less expensive regions. There are severe limits as to how fast personal incomes and taxes on those incomes can increase in order to fill the state-funding gap. If incomes increase too fast (as they were doing during the 2000–2007 period in Central Europe) then businesses are discouraged from investing in the region or even keeping their investments there. If taxes are too high, it encourages tax-avoidance of various forms. This leads to a ‘fiscal crisis’ of the state, which is confronted with shrinking revenues and, at least in Central Europe, a citizenry with modest expectations though beyond the means available to the governments to satisfy. Governments tried to keep funding these services through budget deficits, borrowing and inflation, but given the competitiveness of the global economy (Deacon 2000; Orenstein and Hass 2005) and the expectations of the European Union (Kovacs 2002; Schneider and Stepanek 2001; Wagener 2002) this proved to be unsustainable. Hence the project for neo-liberal reform of welfare systems keeps re-entering the political agenda, but it is blocked by the nature of the political process. Neo-liberal reform parties are losing elections to parties which promise to undo such reforms if elected. In this deadlock the educational and health establishment struggle to keep business as usual.

Hence the fiscal trap, which to a large extent was created by the neo-liberal transformation of economic institutions, can hardly be resolved, especially in democratic political systems, by austerity measures. During the second phase of transition, Central Europe faces hard challenges: it has to convert an outdated socialist distributive system into a modern capitalist welfare regime at a time when it finds itself in a fiscal trap with shrinking resources for social expenditures, and increasing pressures from the global economy and, in particular the EU, to balance budgets, reduce debt, and control inflation.
As the post-communist societies are in the second phase of transition there is a fundamental inconsistency in the logic of their economic and welfare institutions. More concretely in Central Europe neo-liberal economic institutions coexist with outdated, malfunctioning distributive institutions, which are fundamentally state socialist in nature. Since the neo-liberal economic system does not permit any longer the funding of this socialist distributive system, the scene is set for further political conflict over efforts to create a system where the institutions in the major subsystems cohere.

One outcome may be change towards a middle ground in which those who can afford it find private, market alternatives to publicly funded healthcare, pensions, and education. One may not even need means testing to have better targeted welfare provisions if higher quality services on the market place and in the private sector seduce away the better off from the publicly funded provisions. But one has to deal with the supply or funding side as well. Neo-liberal Central Europe suffers from chronic revenue shortages, most of it attributable to the fact that it followed too closely the neo-liberal cookbook. The level of employment is far too low: if there is any growth it is growth without employment. The region needs industrial policies that create jobs for the labour force which is available, and educational systems that train the future labour force for a high-tech economy. Wages are far too low and in order to have higher tax revenues, one needs higher incomes. One also needs more tax discipline, less informal economy, and fewer tax breaks to the rich and to foreign investors. The new owners of the formerly publicly owned firms have to take responsibility to contribute more to the funding of a modern welfare system, which prevents splitting society into two—the very rich minority and a poor majority. This is not neo-patrimonialism, this is liberal capitalism with a human face.

Alternatively, instead of reducing the neo-liberalism of the economy and shifting the socialist distributive systems towards a social democratic welfare state it is possible—and probably likely—that the rest of Central Europe will follow the Slovak example. At least in the short run—if democracy is somewhat ‘managed’—one can operate with low incomes, low taxes on individuals and corporations, low government regulation, and deep cuts in benefits and in general privatization of public services.

Social sciences are not very good in predicting the future. It is hard enough to describe the present accurately. But we might not be taking too much of a risk in predicting that the current inconsistency between economic and welfare institutions in Central Europe cannot be maintained on the long run. In one way or another, institutional rearrangements will be necessary to resolve the contradictions of the second phase of transition from socialism to capitalism, and to develop new forms of
complementarity between the economic, political, and welfare institutions in these societies. In this process, the objectives, power, and beliefs of key actors within the society and influencing it from outside (MNCs, international organizations, the geopolitics of powerful states and regional blocs) will be crucial to the outcome.
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Introduction

One of the most clearly established generalizations in comparative social science is that economic development rests on the back of services provided by the state. Adam Smith, Max Weber, Karl Polanyi, and Alexander Gershenkron all produced substantial bodies of work arguing this case, albeit they differed slightly in their emphasis on which service was the most important. The main task of this paper is in a sense to reverse the picture, by considering the conditions under which states do and do not provide the institutional basis upon which economic activity can be built. Emphasis is accordingly on failed states. Now to discuss failure implies an understanding of success. Therefore, this is where we must begin. A successful state is one that provides order, belonging, and affluence to a society which controls it. This definition builds on Max Weber’s definition of the state as the monopolist of violence in the light of the achievements of post-war Western liberal democracies. The sociological factors involved in the creation of states of this sort can be specified immediately, albeit later discussion of the absence of these factors elsewhere will highlight their character. Almost everything follows from one simple consideration, namely that these states were created in a Darwinian world, which mandated fiscal extraction (Mann 1986; Bates 2001). In consequence, bureaucracies were created to penetrate and organize social life (Evans and Rauch 1999). The state capacity that resulted was far from negative: it involved the provision of legal services, and the fostering and protection of economic activity—this being crucial since traders were mobile and prone to move (and thereby to increase the power of one’s enemies) if they were treated badly (Hall 1985). The endless interaction between competitive states and their societies had two dramatic consequences. First, distinctive national identities were
created over time as diverse linguistic and ethnic groups merged into the culture of their states (Smith 1986). Second, social forces reacted to the demands of their states for taxation and for conscription. The fight to control the state did much to enhance national identity; over time it led to the democratization of political life (Mann 1993).

If the definition of success is clear, and much in use, the definition of failure, in contrast, is a terrible mess (I draw heavily in this paragraph on The Economist 2009. Cf. Rotberg 2003, 2004). To begin with, distinctions need to be drawn between weak, collapsing, and failed states—together with some understanding that the failed can regain the capacity to function. Very few states have collapsed completely, and even those that have, such as Somalia, contain areas in which settled expectations survive. Analysing degrees of state failure does not create analytic clarity. States fail in different ways. Zimbabwe is comparatively secure, but its polity and economy are now disastrous. In contrast, Iraq has recently been deeply insecure, despite relative affluence and some measure of welfare provision—which is not to say, a moment’s reflection suggests, that it was entirely successful before the American invasion when ruled by Saddam’s iron fist. Further, collapse can take place in very different ways. Many sub-Saharan African countries are but lines drawn on the map, possessing ‘states’ that scarcely deserve the name, often lacking much infrastructural reach and faced with a mass of competing ethnic groups. In contrast, Colombia has suffered because the revolutionary armed forces (FARC) have been able to finance an insurgency through drug trafficking and kidnapping. And further confusion results when confronting the fact that interest in state failure has sharpened because of al-Qaeda’s attacks on New York. The trouble here is that many of the most miserable places, from North Korea to the Democratic Republic of the Congo, and from Haiti to Myanmar, do not provide homes to international terrorists. Further, many of the terrorists in Iraq and Afghanistan are national rather than international. What may matter most to al-Qaeda are social networks, some of them in the West, rather than state failure per se. Still further distinctions need to be drawn. For one thing, it is a mistake to suggest that Muslim countries are weak: Arab countries have this character, particularly in terms of low levels of literacy, unsustainably high levels of fertility, and political repressiveness, but this is not the case for Muslim countries outside the classical heartland of Islam (Stepan and Robertson 2003).\(^1\) For another, there is little correlation between dysfunctional states and disease—with South Africa suffering heavily from HIV/AIDS and Indonesia and Vietnam from bird ‘flu.

Given the absence of any single clear character to the states within this general world, it makes sense to begin with a general account of the difficulties that latecomers face when seeking to establish states. This is followed by a discussion of what can best be termed the understated and by analysis of a key problem, namely that of the relationship between democracy and development. The concluding

\(^1\) Very varied comments can of course be made about different states. Pakistan for instance is not really a failed state, as most of the country is under the state’s control. But just as the state does not control the frontier provinces, nor does the President control all of the state.
section broadens the agenda. The state specified at the start is decent, gaining substantial power because it is engaged in a politics of reciprocal consent with its society. Not all states have this character. For one thing, we should at least note that the regimes of much of West Africa are successful predators: they serve the few, through exporting capital, for all that they fail the many. For another, we should take care not to worship powerful states. Nazi Germany and Soviet Russia killed millions, and they collapsed in horror and ignominy. The point that will emerge from this is very important: one should not take for granted that copying the Western route to state formation is desirable.

Latecomer state formation

By the end of the nineteenth century, a division in the world polity between the advanced world of the West and the backward condition of the rest was entirely obvious. This structured world politics. Development became a necessity. Elites needed this to prevent their states being dismembered; just as importantly, failure meant the possibility of being toppled from below, by peoples well aware that their lives could improve. There was of course both hesitation and dispute as to exactly what elements should be copied from the West in order to assure development. Still, the most general conclusion was that modernity’s great power container was the nation-state. Countries with prior national homogeneity and a state tradition, especially if they had never been colonized, were able to adapt to this new world with relative ease. Japan is the most striking example. But there are not many countries with these characteristics, particularly among the large number of new states formed in the wake of post-war European decolonization. There are four reasons why most found adaptation difficult (I follow Lange 2010, especially on the first two factors).

First, geographical conditions hampered state construction in large areas of the world. This is especially true of sub-Saharan Africa (Herbst 2000). The arid and tropical conditions of this region of the world sustained only small populations—often blessed, it should be noted, with the ability to move at will, so as to escape control. Much the same can be said about mountainous terrain: population density is again low, whilst the pastoralists of this world know how to fight as well as how to move (Fearon and Laitin 2003). Nepal, Pakistan, and Afghanistan have had difficulty in building states in these circumstances—as have countries in the Caucasus.

Second, economic resources can cause difficulties for state construction, albeit in directly opposed ways. On the one hand, several countries possess lootable resources, concentrated geographically and easy to trade outside the reach of the state. Blood diamonds is one such resource, drugs such as cocaine and opium another (Snyder and Bhavnani 2005). When non-state groups get their hands on these resources, they can challenge state power all too effectively. This was true in Sierra Leone in the 1990s, and it seems to be true in Afghanistan today—where drug monies allow insurgents to receive greater emoluments than do members of the regular armed
forces. It is important, on the other hand, to remember that states require resources to gain salience. A poor society is unlikely to allow much state construction (Collier 2000). Just as importantly, states in this situation tend to buy allegiance by expanding state employment, often at the expense of the meritocratic norms essential to the establishment of powerful bureaucracies.

Third, latecomers face systematic difficulties when trying to create and thicken their state structures. What matters most is the impact of imperialism. There was of course systematic difference in the British case between the Dominions and the areas of direct rule on the one hand, and limited or indirect rule that applied much more extensively on the other. Metropoles sought to extract resources as cheaply as possible. Their administrative core was very small, with rule depending on patrimonialism and occasional coercion. (Corbridge et al. 2005). Incoherence and division characterized these puny Leviathans. Decolonization did not leave pillars on which to build, merely a vacuum (Lange 2009).

Finally, state construction was hampered by the national question. For one thing, colonial rulers had no interest in creating a common national identity: their racism meant total exclusion of the native populations—which were often suspicious of and hostile to state structures thereafter. For another, imperialists often systematically worsened the situation through dividing so as better to rule. What was particularly damaging was the way in which the imperialists constructed ethnic identities, so as then to gain the support of one group against another (Mamdani 2001). Divide and rule strategies were enhanced by importing specialized middlemen—in the British case, South Asians into East Africa and the Caribbean. At worst the legacy of such divisiveness led to horror, most obviously in recent years in the conflict, which still continues, between Hutus and Tutsis. Beyond this, however, is the deleterious effect that ethnic fractionalization has, in the eyes of most scholars, on economic performance—both through making it hard to reach common agreement and because a sustained sense of energetic cooperation and self-sacrifice is missing (Posner 2004a). Failure in this area, of course, then makes it harder, through a negative feedback loop, to find the necessary resources for state construction.

The understated

These factors play out most strikingly among the understated, that is, the world habitually taken to include Haiti, East Timor, Nepal, Somalia, Afghanistan, Sudan, and a whole slew of West African states. Many of these countries have been marked by conflict, and about half return to this condition within ten years of peace agreements. The international system has not been able to prevent these reversions. In the past twenty years, for example, $300 billion has been spent in Africa alone, yet the continent is still rife with weak and collapsed regimes—two million people a year are dying of AIDS, three thousand children die every day of malaria, and forty million receive no schooling at all (Ghani and Lockhart 2008: 22). The image that best conveys the reality of this world is of a leader in a capital city lacking the means
to know what is happening in the rest of the country. In a sense readers in the advanced world should not be too surprised by this picture. This lack of infrastructural power characterized their states until rather late in the historical record, as basic exercises in fiscal sociology have demonstrated. But there is a difference. Infrastructural powers in the advanced world have in virtually every case advanced enormously over time, and they continue to do so as states become responsible for ever larger areas of public health and economic competitiveness. In contrast, many of the states mentioned above have been going backwards, losing infrastructural reach. Perhaps the classic instance is that of the Democratic Republic of the Congo, formerly Zaire, whose colonial transport infrastructure has now all but collapsed. Against this should be set the consideration already noted, namely that predatory regimes of this sort sometimes had sufficient capacity to find ingenious ways to export capital for leaders and their entourages. The Zaire of Mobuto stands as the exemplar.

The character of this type of state derives from the nature of the post-war international order. The norm of non-intervention within the internal affairs of other states became a cornerstone of the world polity. What emerged in consequence were quasi-states, that is, states whose existence depended more upon international recognition than upon their own functional capacities for ruling their territories (Jackson 1990). This norm was not imposed by the advanced world on late developing countries. On the contrary, the norm was adopted and maintained by the Organization of African States—which went so far as being prepared to condemn one of its own members, Julius Nyerere, for his part in bringing down the hideous regime of Idi Amin in Uganda. Such visceral attachment to the norm is fully comprehensible. Many African states have boundaries drawn up by colonial powers caring so little about pre-existing social groupings that their straight lines went through them. The absolute artificiality of boundaries places a premium on maintaining them. As every state is artificial, rectification or simplification would surely lead to generalized disaster.

The sinews of the state, everywhere and at all times, rest upon the ability to extract taxes from society. European states lived in such a competitive surround, as noted, that they were forced to dig into their societies: no one state could afford to sit still, thereby being bound to adopt any innovation, military, economic, and ideological, created by the leading edge of power so as to survive. The contrasting point about Africa—and, for rather different reasons, Latin America (Centeno 2002)—is that militarized state competition has been avoided, ruled out by adherence to the international norm of non-intervention (Herbst 2000). Fiscal extraction is accordingly low, with many states receiving a large portion of their monies from the outside in the form of aid. This limited interaction between states and societies has meant that citizenship politics have scarcely developed. Just as important is the consequence of this fact for national identity formation. Ethnic and linguistic diversity in Europe blended into a singular national culture over time, for sure, but also as the result of shared struggle in war. The diversity within African countries, often enhanced by the actions of imperialists, has not had to be diminished in a similar way. National identities have yet to be constructed.
If these background conditions gave Africa weak states, it is quite clear that the state capacity has weakened in many countries in the last two decades (Bates 2008). What matters most is a diminution in fiscal capacities, particularly in Africa. One reason for this is internal: single party rule very often led to the granting of monopoly powers that severely impaired economic development. But other reasons are external, notably the oil shock followed by the lessening of geopolitically motivated aid consequent on the ending of the Cold War. In these circumstances, states have become more militarized, with predation ever more likely to replace the rule of law. This is not to deny that other factors are at work. Sheer poverty makes state building difficult. But a measure of caution and scepticism is in order here. The initial poverty of Vietnam did not prevent it developing, while the comparative wealth of Zimbabwe has not prevented its decline—with the different trajectories being best explained by the facilitating and predatory character of the states involved (Easterly 2008: 52). Equally, oil and diamonds do not in every case lead to state failure; here too it is weakening of the state that allows rebels to seize such resources. Just as clearly ethnic conflict leading to civil war is often the result of state’s weakness, so is its inability to provide basic order in the face, on occasion, of mere teenagers armed with Kalashnikovs (Laitin 2008: ch. 1). This is not to deny the ravages that resulted from conflict in Sierra Leone and Rwanda, and those that continue today in the Democratic Republic of the Congo. But the causal pattern deserves highlighting: poverty, the curse of lootable resources, and ethnic conflict result from state failure, which condition they then much exacerbate.

Democracy and development

The depressing picture that has been derived from considering institutional weakness must be darkened still further by turning attention to the task that confronts latecomers, that of modernizing their societies. This is a careful formulation. What is at issue is the potential conflict between economic and political modernization. The point in question was made with characteristic force by Gellner (1967) when arguing bluntly that forced development was bound to rule out democracy. It is easy to see what he meant—which is not to say, as we shall see, that his claim should be accepted without criticism. Industrialization requires fundamental change. One way in which this is true is in terms of nation-building. Creating an educational system typically requires a decision as to which language should be used in society. In Algeria this meant Arabic, given that a war had just been fought against the French and the fact that Berber was at that time a low rather than a high culture. Such a decision of course requires social engineering, the suppression or loss of some identities and the creation of a new one. Exactly the same point must be made about industrialization. Peasants move from the country to the city, in part through attraction but often quite as much because of government policies determined to provide labour for the infant industries they seek to build. The changes involved are so total that democratic control is almost a contradiction in terms. Crucially, the first fruits of development
must not be spent: primitive accumulation effectively involves seizing the surplus created by the incoming generation of factory workers for investment purposes. Development is painful, as is utterly obvious to anyone who has lived outside the advanced world. Countries seeking to make the transition to the modern era very often have pictures of their leaders, Moses of their countries, in every classroom—perfectly symbolizing the centralization of power that is involved.

A moment’s digression on the workings of this factor will allow us, by means of contrast, to further understand failed states. It can be noted to begin with that the centralization of power can successfully force industrialization. Kohli (2004: part 1) has shown in detail how this was possible in South Korea. The state was initially strengthened by the Japanese. Unlike the British system of indirect rule, the Japanese sought to build state capacity, and they pushed through land reform with the utmost vigour. Thereafter, a strong state cooperated closely with leading industrialists so as to accumulate capital for infrastructural and economic development by repressing wages in the interests of clear developmental strategies. Two points need to be underlined about this ‘coercive-capitalist’ route. First, it was probably dependent on prior national homogeneity, with the national cohesion of South Korea being greatly enhanced by anti-communist feeling consequent on the division of the Korean peninsula. Second, the raising of living standards did eventually provide a social base for political liberalization. So here is a case in which great social pain was followed by successful political decompression. The centralization of power created the economic development that then allowed democratization.

But the centralization of power has not always worked in this benign and beneficent way, thereby putting into question Gellner’s excessively clear formulation. The ‘authoritarian high modernism’ identified by Scott (Scott 1998) has caused enormous suffering—and it has, still more importantly, often massively set back economic development. Russia was one of the world’s great grain exporters in 1914: collectivization so ruined Russian agriculture, that it is now dependent on the outside world for its supply of food. Kohli is aware of this, and anyway nervous about recommending authoritarian rule, so suggests that the fact that development in both India and Brazil has been slowed by democratic pressure may be less a catastrophe than an advantage given the long-term benefits of the politics of checks and balances (Kohli 2004: parts 2 and 3). An important consideration can be added to this—political decompression is never easy to achieve. Highly centralized polities, especially of a socialist hue, tend to destroy civil society because of their fear that self-organization can be turned against the regime. In the Russian case, liberalization failed in large part because the reforming elite had no organized groups with whom they could make bargains (Bova 1991).

Further, sudden democratization can be dangerous, releasing pent-up pressures, which

---

2 Kohli’s excellent book neglects this—indeed he is oddly blind to the significance of the national factor.

3 With hindsight, the claim made by Kirkpatrick (1979)—that state socialism, unlike authoritarian capitalism, could not be liberalized—seems justified, despite the opprobrium it caused at the time. This is not to suggest that the policy proposals contained in that article were valid.
make consolidating any political opening almost impossible (Snyder 2000). The Soviet
Union collapsed in large part because nationalism stepped into the vacuum caused by
state breakdown. The Chinese are well aware of this, as they are of the certain fact that
socialist planning from above, bereft of any market forces, is but a dead end. They seek
to reverse Gorbachov’s policies by having perestroika before glasnost. The extent to
which this will allow the creation of partners able to engage in some process of political
decompression is one of the questions of the age. One serious treatment of the problem
suggests that political decompression may yet prove to be elusive (Hutton 2007).

But let us leave to one side speculation about potential state failure in China. The
most immediate point to be made about the sorts of states with which this chapter is
concerned is that they completely lack the capacity to force development in the way
suggested by Gellner. This is made clear by Kohli through an analysis of Nigeria, at
present a weak state, albeit one that may yet fail (Kohli 2004: part 4). Diversity in Nigeria
is deep and multiple between regions, ethnicities, and religions, so that the state never
repressed wages to use the surplus for developmental purposes. The funds derived from
oil were either taken by the elite or spent on immediate gratification, particularly at
election times—albeit, those elections were ‘managed’ rather than the real expression of
popular control. The Nigerian case is tragic precisely because oil monies were so to
speak free-floating, making the creation of a stronger state able to force development at
least an imaginable outcome. That possibility scarcely existed elsewhere. But it is very
important to realize that the ideology involved, the belief that power should be
centralized in order to foster development, was widely accepted. It provided justifica-
tion for dictatorships that did little except to prey on their own societies. And this brings
us to the final point. Moments of democratization have often led to anarchy rather than
to the consolidation of order. Posner (2004b) makes the point particularly forcefully in
relation to civil society. Democratic openings often allow for the emergence and self-
organization of highly undesirable groups—as has been the case with drug lords in
Afghanistan in the wake of the defeat of the Taliban. To see the introduction of civil
society groupings as a cure confuses correlation with causation; a vibrant civil society
less a source than a symbol of a functioning state (Posner 2004b: 252). The dilemma
involved in this can be seen in the near schizophrenia of Bates’s analysis of state failure in
dangers of democratization, of the emergence of undesirable groups, and of the
likelihood that the situation will spill out of control, are followed by a despairing
insistence that democratization must be undertaken on the grounds that some way
must be found to control predatory regimes.

The other end of the telescope

The necessary and entirely justified interim conclusion to which we must come is
that of the immense difficulties facing the weakest latecomer states. State power is
needed, but very often the wrong type of state power—predatory rather than
enabling—has been in evidence, doing more to prevent than to occasion
development. This suggests the need for democracy, but sudden democratization can release dangerous forces. And one could go beyond this. Consider just one example, the Zimbabwe of Robert Mugabe. A sensitive analysis by Mamdani (2008) begins by asking the question that facile moral condemnation so often obscures: how is it that his regime has lasted so long? The most basic consideration is simply that the handover of power by Britain did nothing to deal with inequalities in land holding. Land redistribution was always likely to be popular, and it was politically needed given the presence of former guerilla fighters. The removal of groups brought in by the prior imperial power, Asians in Uganda as much as farmers in Zimbabwe, is comprehensible. There may be more, perhaps especially in South Africa.

There have been two notable policy responses in the West to the general picture that has been presented here. Herbst (2004) is utterly logical in following his analysis of the different paths of state formation in Europe and Africa with a brutal prescription—namely, that the norm of non-intervention should be abandoned, so that European style wars of consolidation, with all that implies for increases in solidarity, taxation, and citizenship, be countenanced and accepted in Africa. In complete contrast, liberal humanitarians shocked by what they see on their television screens call ever more insistently for more intervention from the advanced world. One significant thinker calls for military involvement so that local wars can be brought to an end, seeing in this a precondition of every other form of development (Collier 2000). A more limited position suggests that intervention can take the form of Western involvement in running weak or failed states, a form of power-sharing between the weak and the strong (Krasner 2005).

These are dangerous counsels. If we look at the situation of failed states from a different angle, in effect from the other end of the telescope, it will become apparent that they should not be accepted. Our starting point is simple, namely, that the definition of a decent state given at the start misses out history. Further, it describes the ideal rather than the real. Explaining what is involved will allow better understanding of the states with which this chapter is concerned. Appreciating the two areas of Western ‘vice’ will make certain ‘virtues’ of the rest stand out clearly. So the counsels offered will be rejected on descriptive as much as prescriptive grounds.

The first point to remember about the history of Europe in the twentieth century is that it was incredibly bloody, with perhaps seventy million people killed and murdered in the course of population transfers, ethnic cleansing, and the Holocaust. The competition between states that had brought economic and social progress before the middle of the nineteenth century thereafter led to disaster. One reason for the change was simply the greater destructiveness caused once industrial means were applied to warfare. But still more important was the way in which nationalism became linked to imperialism. The great powers came to feel that the possession of empires, giving them secure sources of supply and markets, was necessary for their survival. Linked to this was the belief that national homogeneity was necessary for societal success. The areas of East and Central Europe in which national awakening came before state consolidation (that is, the areas in which diverse ethnicities had not blended into a single national culture) were necessarily affected by this belief—but so too were
relatively homogeneous countries such as Germany, keen to remove the Jews and determined to cleanse Slavs from eastern territories conquered in war. The combination of these factors made Europe the dark continent of the modern world. The sad fact is that liberal democracy in the West rests in part on the back of the ethnic cleansing that took place. This should make us chary about presuming, as is very often the case, that our model of development should be recommended for others. Herbst is at least honest in acknowledging what is involved, but one still shudders to think of the deaths that would be caused.

The second consideration should be as much at the centre of our attention. One needs to be very cautious in recommending intervention, even thought it may be necessary and desirable in extreme cases (Easterly 2008). Troops welcomed initially often come to be seen, now that the nationalist principle structures world politics, as occupiers. Further, there is a dreadful tendency for those who recommend intervention not to think through the consequences of their policies. What matters about increasing hostility to the forces of intervention is that it puts up costs dramatically. There is very often a ‘disconnect’ between the desire to help and the willingness to pay, whether in terms of money or lives. The institutions to sustain liberal interventionism are very weak. Intervention followed by retreat can be disastrous, as is the case with American involvement with the Muslim world in the last decade (Rashid 2008). Two points that are implicit here need highlighting. First, Western institutions are far from some state of perfection; to the contrary, the lack of serious thought about foreign policymaking, the inability to work out and to accept the consequences of state actions, is a key weakness. Second, states in the developing and underdeveloped world have sometimes been affected negatively because of the Western dominated structure of the world polity. This is obviously true of failed interventions, but it applies quite as much to neo-liberal restructuring policies, which often undermine attempts to develop state powers. And the present condition of the world economy mandates a further comment. The failure of Western institutions, and the impact of that failure on the social world considered in this chapter, has a further element, namely, the lack of order at the centre of capitalist society (Reinhart and Rogoff 2008). For all the difficulties faced in the advanced West, the greater suffering will take place amongst the weakest of the non-European world.

Scepticism as to the merits of the West can be followed by recognition and appreciation of some institutional virtues among the weak. One reason for rejecting absolute pessimism is simply that the actual incidence of civil war resulting from ethnic fractionalization is in fact rather small (Fearon and Laitin 2003). Posner (2004a, 2005) adds to this a powerful demonstration that a very large number of ethnic differences never become politicized at all. Persson’s (2008) sustained comparison of fiscal extraction rates in Botswana, Zambia, and Uganda in relation to the national factor goes further, showing that high rates of fiscal extraction are possible, given the right policies. All of these states contain several ethnic groups. In Botswana, ethnicity never became politicized, thereby allowing assimilationist policies, which in turn allowed quite considerable rates of fiscal extraction. In Zambia, a large number of ethnic groups were recognized, leading to a situation of genuine ‘multiculturalism’
in which none has been able to permanently dominate political life. Fiscal extraction in this world is somewhat less than in Botswana, but it is still significant. The least favourable of the cases is Uganda, where two large groups stand in opposition, thereby leading to very low rates of taxation. The last of these countries has, of course, been the site of considerable violence.

The more general point is that the logic of diversity within Africa is such that the best route is not to seek to homogenize populations, as Gellner’s argument suggested. Forcible homogenization has led and is always likely to lead to the politicization of ethnic differences at the least, and then perhaps to pre-emptive ethnic cleansing and war, thereby so dislocating societies as to make development all but impossible (Laitin 2008: ch. 5). The record of partitions, often recommended as a solution for ethnically diverse societies, has been particularly disastrous (O’Leary 2007). Crucially, state-building in the face of conscious ethnic difference has sometimes been possible. Consider institutional developments concerning language (Laitin 1992). A citizen might have a linguistic repertoire of the state language, which might be English, as well as those of his or her tribe and region. The formula which explains the interesting Indian case is that of three plus or minus one languages in one’s repertoire—comprising the two central state languages of English and Hindi, a third language of one’s provincial state, a fourth if one is a minority in that state, with no third language needed if one’s state is Hindi-speaking. The general point here is simple. The fact that not every developing state seems set on repeating the European pattern of national development, that is, the creation of linguistically homogeneous nation-states, is to be welcomed. India stands as the outstanding example of a political union sufficiently liberal as to maintain the loyalty of many nations; several African states are not far behind—that is, not all have failed, with weaker ones still having institutional capacities that might yet be utilized. It may be that a measure of unity sufficient for the workings of a modern economy can be gained by the recognition of diversity. A model of the ‘state-nation’ rather than the ‘nation-state’ is accordingly practicable as well as desirable (Stepan 2008). Further, the link between nationalism and imperialism has been broken; as this is not a period of great geopolitical conflict, there may be less call for unitary states. It may be possible to bind together multinational societies through federal and consociational means. Such means may even work in Iraq, allowing that country to hold together in a minimalist manner that would allow for order and prosperity—and American withdrawal (O’Leary 2009).

The recognition of seeds of improvement in the world of weak and failed states, together with awareness that beneficent change often takes time, is not to say that policy prescriptions for the advanced West superior to those already noted cannot be created. Perhaps the most important is negative, namely the need for the advanced world to get its own house in order, especially to improve its current management of the world political economy. Still, it is encouraging in this regard to note that there is now some awareness that states are necessary. The Washington Consensus has gone, and we are now on a different track altogether (Goldstone, Bates, et al. 2005). It is a liberal fallacy to imagine that every problem has a neat and easy solution. With failed
states what matters is a whole slew of policies designed to allow basic Hobbesian order to be established, from help in creating bureaucracies and armies, to the opening of markets in the advanced world to allow prosperity to come to those whose best chance lies in specializing in agricultural exports. Crucially the fear that failed states might house international terrorists needs to be set in context. For one thing, there are not many truly international terrorists: most terrorists are national, seeking political change within their own countries. Of course, self-defence against a regime that does harbour such terrorists is justified. But against that must be set two facts. First, policies designed to root out such terrorists must not increase their number through incautious military adventurism, especially when there are high-tech ways in which the networks of such groups can be penetrated and controlled. Second, international terrorists have not, at least as yet, been very successful. Al-Qaeda is responsible for fewer deaths than those of ‘the Troubles’ in Northern Ireland. There is something to be said for living with an element of fear.

It is of course all too easy to see the other side of the coin. If there is some realization that Hobbesian concerns must be addressed, there is rather little knowledge as to the mechanisms by which state-building can occur, and be helped to occur, in the weakest of states. Research is desperately needed on every aspect of this question—on ethnic difference in general, on the causes for its politicization, and on mechanisms designed to contain it in post-conflict societies. There is still less clarity as to how to encourage states to move, so to speak, from Hobbes to Locke—that is, to move to the softer political rule of liberal democracy. And anyone tempted to think that life is easy might consider the following problem. The stability of the rich world has depended upon growth to appease human greed. The United States consumes more than 20 per cent of the world’s mineral production. Can a world be designed in which similar living standards are provided for every human being on the planet? This institutional challenge for the future takes one’s breath away.
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FINANCIAL CAPITALISM RESURGENT: COMPARATIVE INSTITUTIONALISM AND THE CHALLENGES OF FINANCIALIZATION

INTRODUCTION

Approximately seven decades after the dramatic end of the first wave of globalization (1870–1914), financial markets once again re-established themselves as the most important arenas of economic internationalization and growth. The underlying causes behind the resurgence of financial capitalism are manifold. First, states have
liberalized restrictions on financial transactions in response to the demise of the international monetary system that was set up in the immediate aftermath of the Second World War, thereby ushering in the gradual development of a truly international market in Foreign Exchange (FX) contracts. Second, financial pressures have forced governments to retrench the welfare arrangements they had set up to compensate for the sufferings of their populations during the great European wars of the twentieth century. As a result, households across the Western world have seen their state-backed guarantees being eroded and have been forced to turn to the financial markets to secure access to goods that used to be provided publicly, i.e. housing, higher education, unemployment benefits, health care, and pension benefits.

Third, as a result of pension reforms (the gradual replacement of pay-as-you-go systems by pre-funded pension systems), international trade imbalances, and rising commodity prices (oil), there is a growing ‘wall of money’ scouring global financial markets for liquid and profitable investment opportunities. As a result, the price of capital has decreased, allowing a growing range of actors (including pension funds, private equity funds, hedge funds, and sovereign wealth funds) to multiply their returns on investments by using highly leveraged investment strategies. Especially pension funds, faced with a rising number of retirees and a shrinking number of contributors, have been forced to play the financial markets ever more frantically, driving an endless quest for new financial products.

Fourth, technological developments have been key to the growth and dispersal of modern financial products and markets. In wholesale as well as retail markets the introduction of new information and communication technologies (ICT) has spawned new products and services, new modes of distribution and new techniques of pricing and risk management. Whether in the guise of ATMs, ALM-models or option price theory, ICT has allowed the rapid and radical transformation of the world’s financial markets. The virtualization of trade and the digitization of financial data have been the preconditions for the take-off of financial markets. Only when the trade in claims on (future) income streams was decoupled from its physical carrier could financial trade take flight as it has since the early 1990s.

Finally, the development of new theoretical paradigms within economics, and their spread across business schools worldwide, has contributed substantially to the construction of a standardized set of techniques that allow anonymous traders, seated behind batteries of desk top screens, to recognize each other’s expertise in the blink of an eye. The rise of Finance as an economic subdiscipline, so magisterially described by Peter Bernstein (1993; 2007) and Donald MacKenzie (2006), has not only spawned a number of Nobel prize winners (Fisher Black, Myron Scholes, Robert Merton) but also a large number of practical mathematical formulae, models, and theorems (Black-Scholes theorem; Efficient Market theory; Capital Asset Pricing Model; Option Pricing Model), which have turned into the regular fare of traders worldwide. While there is some discussion about the extent to which these techniques actually dominate real-world trading (see Taleb 2007), there can be little doubt
that these innovations, together with the new digital environment in which they thrive, have been a key driver of the breakneck speed of innovation that has characterized financial markets in the twenty-first century.

Since a large part of cross-border financial transactions takes place off the radar screens of national and supranational regulators, it is hard to gain an accurate overview of recent developments in financial markets. Hence, the figures presented below should be seen as indicative only. The world’s largest financial market, the market in FX-contracts, has increased in terms of value of daily trade from $650 billion in 1989 to $1880 billion in 2004. Most of this growth is caused not by trade-related increases in the buying and selling of currencies (spot trade) but predominantly by a steady rise in the trade of swaps and forward contracts, i.e. in contracts that contain an element of delay, allowing buyers to hedge against (or speculate on) future exchange rate movements. Compared with the overall annual value of cross-border trade in goods and services of approximately $15 trillion in 2005, the overwhelming majority of FX-trade necessarily must serve other purposes than simply facilitating the sale of goods and services—idle speculation according to some, oil for the wheels of global finance according to others (Grahl and Lysandrou 2003).

Other financial markets have undergone similar developments. The formal bond market, for instance, increased almost fourfold in a period of fifteen years. Equity trade grew a stunning tenfold over the same period. In 2006 a total annual value of $51 trillion in stocks was sold worldwide, against a mere $5 trillion in 1990. The strong rise in value of equity trade stands in stark contrast to the much slower growth of total capitalization, suggesting that owners hold their stock for much shorter periods than they used to (WFE 2007). This reflects the rise of active investors such as hedge funds, which account for over 40 per cent of daily equity trade, as well as the transformation of ‘patient’ institutional investors (insurers, pension funds) into confident and very active market players.

The growth of these markets, however, is overshadowed by the phenomenal surge in global derivative trade. This category captures a growing number of old and new financial instruments, which have in common the property of being formal contracts containing mere rights (or obligations) to buy or sell underlying assets—ranging from FX-swaps, forward contracts, shares and bonds to securitized mortgages, student loans, credit card debts, debit cards, car loans, and royalty rights—at particular, predetermined moments in time. Although the oldest derivate markets originated from collective attempts to hedge the seasonal uncertainties related to agrarian products and commodities, most formal derivative markets date from the last decades of the twentieth century. Since the 1990s, derivative trade has really taken off. While the value of annual trade amounted to $2.5 trillion in 1990, sixteen years later this had increased to $70 trillion.

The informal derivative, or ‘over the counter’ (OTC) market, surpasses in size all of the markets discussed so far. This segment of the financial system comprises all derivative-like contracts between two or more financial agents, which are designed to fulfil the specific risk and return requirements of clients like pension funds, hedge
funds, banks, and other sophisticated financial agents. It is therefore a true ‘market’ only in a very loose sense, and as a result its size is hard to determine. However, three-yearly samples collected by the Basle-based BIS suggest that the OTC-derivative markets have virtually exploded. While almost non-existent in the early 1970s, in 2006 (the latest available sample) the total annual value of the outstanding contracts amounted to a stunning $370 trillion (BIS 2008a; 2008b).

These are also the markets that have spawned the new ‘synthetic’ financial products, e.g. the asset-backed securities that were at the root of the credit crunch of 2007–8 and that the financial press usually refers to as the ‘alphabet soup’ (Morgan 2008). Although of fairly recent origin, the design, construction, and marketing of these products has turned into one of the main sources of fee income for (investment) banks. Using sophisticated mathematical techniques to aggregate comparable future income streams, determine their present and future market value, price their risks and slice them into different tranches, these products are sold as brand new, ‘synthetic’ securities on secondary markets to clients with highly particular portfolio demands.

Despite the speed and size of these developments and their substantial linkages with the wider economic world, it is striking that their analysis has not featured very prominently in the branch of comparative institutionalism that seems pre-eminently equipped to investigate these issues, namely comparative political economy or what is better known as the Varieties of Capitalism-literature (VoC) (Hall and Soskice 2001). A quick glance at the four dominant strands within the VoC-literature (see Jackson and Deeg 2008 for an overview), reveals that financial agents, financial markets, and financial products have only a nebulous existence in the representations of contemporary capitalism that this literature has produced. Banks and financial markets are conceptualized in their Gershenkronian guise of intermediaries between households and firms, serving the classic functions of aggregating, mobilizing, and allocating capital to profitable investment opportunities (Gershenkron 1962).

In our contribution we argue that ‘financialization’ (which refers both to a set of empirical developments and to a budding literature that tries to come to grips with these empirical developments (see Engelen 2008; Erturk et al. 2008)) contains a number of empirical challenges for comparative institutionalism that it can only hope to address if it strips itself of its ‘materialism’, i.e. its near exclusive focus on the production of goods that one, in the memorable phrase of The Economist, can drop on one’s foot, that it has inherited from classical political economy (see Deane 1978; Redman 1997). The reconceptualizations this requires demand the building of bridges with the recent studies of finance in their many guises, in order to align the strengths of comparative research aimed at causal explanations with those of a more developed conception of agency, and a greater appreciation of the contingencies of context as well as a theoretical recognition of the complex linkages between financial markets, households, firms, and the state in contemporary capitalism.

We start our contribution with a section on the literature on financialization, briefly sketching the different approaches, objectives, methodologies, and data
sources that can be traced in that literature. The next section presents quantitative
data on the extent of financialization in five political economies (UK, US, Netherlands, France, and Germany), highlighting both similarities and differences. We subsequently identify three different trajectories of financialization and give some suggestions as to how comparative institutionalism might conceptualize these. The final section offers some thoughts on possible ways forward.

FINANCIALIZATION: THE LITERATURE

The concept of financialization is not new: its roots can be traced back to the early
twentieth-century work of Marxists like Hilferding and interbellum liberal collectivists such as Tawney, Berle and Means, and Keynes (see Erturk et al. (2008) for a
historical introduction). Moreover, neither the concept nor its theoretical connotations ever fully disappeared from the world of radical political economy. Marxists like Harvey (1982) and those working in the field of world-systems theory (Arrighi 1996) have always drawn on the idea to describe key aspects of the crisis tendencies of twentieth-century capitalism.

But the recent rediscovery of financialization has been very significant. Over the
past decade a growing number of scholars have used the concept to describe new
trends in contemporary capitalism.1 What this suggests is that since the 1990s the
study of financial globalization has generated enough empirical observations that did
not comfortably fit into extant conceptual frameworks as to prompt scholars to look
for a new master concept to capture and explain the dynamics of financial change.
Many of these observations are related to those aspects of financial markets that are
bound up with their specifically financial qualities and often fall outside the explan-
atory purview of more traditional approaches, which tend to reduce financial
markets to their functional intermediary role in the macro-economic relationship
between households and firms and are consequently less attuned to their sui generis
characteristics. The concept seems to have caught on, as scholars from such diverse
disciplines as economic sociology, critical accounting studies, business administra-
tion, and comparative political economy have taken it up. Its growing usage suggests

1 A web search on the PICARTA site, which covers the electronic catalogues of 13 Dutch university
libraries, shows that the earliest publications on ‘financiali(z/s)ation’ date from 2000. Since 2000, 32
papers and books on financiali(z/s)ation have been added, with a rapid increase from 2007 onward (see
2 February 2009) is much higher, reaching 752 for financialisation and well over 1800 for financialization,
suggesting a fertile American research community, most of them dating from after 2003. Finally, the web
of science database gives an overall number of 35 hits for financialization. The earliest hits date from 1999,
setting in motion a small but continuously broadening trickle of publications, generating a sum total of 9
titles in 2007.
both that changes responsible for the empirical anomalies that motivated the formulation of financialization perspectives have been structural rather than ephemeral and that the purchase provided by this conceptual innovation has been quite significant.2

The variety of approaches and disciplinary perspectives is reflected in the fact that there is, as yet, no uniform definition of financialization. Different scholars, coming from different scholarly traditions and theoretical backgrounds, tend to privilege different aspects of financialization processes. Those authors whose background is primarily in the discipline of International Political Economy have tended to focus on the transnationalized organizational structures of financial markets, i.e. the ever-closer links among liquid financial markets across local and national boundaries, facilitated by the shift from traditional intermediation towards disintermediated investment and trading (Sinclair 2005; Porter 2005). They concentrate on the growing connections among what were once solidly nation-based financial markets but emphasize that this is not a situation whereby market processes are imposing their logic on citizens and governments, but rather involves highly complex reconfigurations of private and public financial authority, in particular a redistribution of power from workers, managers, and politicians to shareholders (van Apeldoorn and Horn 2007). To a large extent this has been a reaction to an earlier shift in the political-economic study of global finance, which (against neo-liberal conceptions of the death of the state) emphasized the continued centrality of the national state yet in so doing tended to pay less and less attention to the specificities of the changing nature of those market processes themselves (e.g. Helleiner 1994).

Scholars working in a tradition that is now often referred to as comparative political economy also take into account the transnational aspects of financial change, but tend to concentrate more on what are still viewed as financial systems with recognizable national or regional coordinates. Many of the contributions to this field of study have considerable affinity with, or even roots in, Marxist theory, like regulation theory (Aglietta 2000; Boyer 2000) or the social structures of accumulation approach (Duménil and Lévy 2004). Others do not draw on Marx but have a firm foothold in the history of radical political economy such as the post-Keynesians (Stockhammer 2008; Crotty 2005). Still other contributions have a more institutionalist bent, but as many varieties of the new institutionalism have been formulated

2 Of the 54 hits given by the web of science, 26 come from the field of economics, 11 from the spatial sciences (geography, area studies, environmental sciences), 13 from political science and 11 from sociology. Given the nature of the object, finance, the predominance of economics is to be expected. However, the journals in which the economics papers appeared are anything but mainstream economics journals, let alone finance journals. The largest number of papers (8) is published in Economy & Society, which is actually a sociological journal that publishes mainly critical sociological reflections on economic topics. The second largest source of publications, with six titles, is the Review of International Political Economy, the leading journal in the field of International Political Economy, which is an offshoot of International Relations and hence at root a political science journal. The only truly economic journals that carried financialization papers, are the Cambridge Journal of Economics and the Journal of Post-Keynesian Economics. However, these are considered to be heterodox and are hence at the margin of the economic discipline.
through critiques of Marxist determinism, they have tended to import and implicitly reproduce many of its conceptualizations, above all the conception of finance as performing an intermediary function channelling a nation's savings into productive investment. Consistent with this conceptual orientation, scholars in this approach devote most of their attention to the changing patterns and forms of corporate governance (Vitols 2001; Jacoby 2005). To the extent that the growth of financial markets goes beyond the marketization and growing liquidity of markets for corporate debt and equity, they equate this with the dysfunctional autonomization of finance from its institutional environment and the growth of rentiers’ income.

Economic sociologists, who tend to be more interested in the concrete functioning of particular markets and to be less concerned with assessing the macro-economic efficiency of macro-level institutional arrangements, have suspended questions regarding the systemic viability of financialization and have instead described the ways in which financialization processes have been accompanied—as both cause and effect—by changing financial practices, routines, and dispositions. The literature that has come to be known as ‘social studies of finance’ was initiated by scholars working in the interdisciplinary field of ‘social studies of science’, which is dedicated to uncovering how the ‘objective’ field of the exact sciences is socially structured and discursively produced. Their aim was to show something similar for financial markets, i.e. that the world of ‘high finance’, even as it was conquered by mathematical models, was highly social in nature. Their accounts of social life in financial markets have tended to stress the cultural framework, conventions, and relations through which financial innovation is ‘performed’ (MacKenzie 2006; Knorr-Cetina and Preda 2005; Beunza and Stark 2004; MacKenzie and Millo 2003).

Other literatures have pursued the ‘social’ dimension even further. While the ‘social studies of finance’ literature is characterized by a healthy scepticism regarding the financial world’s account of itself, it nevertheless limits its gaze to the traditional world of high finance. But this has been only part of the story. Not only have financial markets always been social in nature, it was precisely the globalization era that witnessed an extraordinary deepening of their social dimensions. A conspicuous feature of the new financial world has been the penetration of relations of credit and debt into new areas of social life. The past decades have seen an extraordinary growth of the public’s role as both investor and borrower. The literature that came from the field of critical management and accounting studies greatly advanced our understanding of how financialization has been embedded in the wider structure of social life (Froud et al. 2006; Erturk and Solari 2007). It did so in two ways. First, even if rentier income retained some of its negative moral connotations, it was no longer seen as the passive creaming off of others’ productive labour: the financial machinations that generated ever rising returns on financial capital required a great deal of creative activity. In this way, financialization was described as entailing a shift in the balance of social power. Second, the new financial techniques were not only a foundation for elites’ ability to employ financial strategies (like private equity funds and hedge funds) that were hardly related to the ‘traditional’ markets for corporate finance.
financial intermediation, but were also a driving force behind the dramatic expansion of asset-backed securities, mortgage, and consumer debt.

The ways in which new financial techniques and relations transformed everyday social life received even more attention in the branch of literature that is increasingly referred to as ‘cultural (political) economy’ (De Goede 2005; Langley 2008; Martin 2002; Aitken 2007). Drawing on Foucauldian theories, which emphasize the capillary operation of power and the ways society-wide disciplinary imperatives are constructed through the intertwining of micro-level discursive practices, these theories have analysed how financialization has entailed a transformation of cultural norms and values situated at the level of everyday life. Just like the critical business and management literature, the cultural economy analysis tends to display considerable affinity with the sociological literature on ‘governmentality’ (Barry et al. 1993), which has sought to explain the socio-cultural consequences of the introduction of performance-enhancing techniques (audits, performance indicators, accountability requirements) that are the outgrowth of neo-liberal globalization at the level of mundane dispositions and practices within public organizations (Power 1994).

In addition, the concept of financialization has found fruitful application in the highly interdisciplinary field of economic geography. To some extent, the work on financialization by economic geographers tends to fall into one or more of the categories set out in the above. For instance, Leyshon and Thrift’s (2007) analysis of ‘the capitalization of almost everything’ (i.e. the transformation of an increasing number of assets into financial commodities that can be easily traded on liquid financial markets) is a good example of a ‘cultural economy’ approach to finance. But the discipline has also begun to carve out a more distinctively geographic perspective, which uses the notion of financialization to analyse the spatially rooted institutional specificities of corporate governance practices (Clark and Wójzik 2007), the impact of demographic developments on the provision of pensions and the growing role of capitalized pension funds (Clark 2000; Engelen 2003), as well as shifts in employment and reconfigurations of competitiveness across different financial centres (see special issue of Growth and Change 2007).

While financialization theorists disagree about the precise causal pathways involved and differ in their research focus, they tend to agree in viewing financialization as a generalized trend, to be found in most Western national political economies. It thus supports the modernist thesis of institutional convergence: in a context of the rise of financial markets, the creation of new financial products, and the appearance of new border-crossing financial agents, the relevance of national institutional differences is supposed to be declining. While the comparative literature on financialization may seem to be an exception to this trend, that is the case only in a very qualified sense: it questions the extent to which financialization trends have eroded the distinctive institutional make-up of European political economies, but this research orientation is embedded in a problematic organized around the erosion of institutional differences between national political economies. As a consequence, the growth of the financialization literature has entailed a move away from the
'methodological nationalism' and static comparisons of self-enclosed political economies (Glick Schiller and Wimmer 2003).

This has in many ways been a very welcome development, but it has, like all theoretical advances, also generated some new issues and problems. Given the origins of the financialization literature (i.e. the dissatisfaction with the sterile state versus markets framework that dominated debates on globalization), the strong focus on the norms and techniques driving the expansionary dynamics of financial markets is understandable, as is the tendency to focus primarily on Anglo-American economies (where, after all, financial change and innovation was most dramatic). Yet the current conjuncture is making it increasingly difficult to understand financial change without paying ample attention to the often quite distinctive institutional specificities at the very heart of financialization processes. As different nations (and regions) are formulating often different responses to the crisis that has beset global financial markets, we need more fine-grained conceptual devices that are more attuned to the ways in which financialization processes assume fundamentally different forms in different polities. This certainly involves making use of, but also going beyond, the existing presence of comparative institutionalism in financialization studies: to consider national institutional frameworks primarily as reacting to financialization trends is to downplay their active role in shaping and constituting these dynamics. As the various parts of the financial world have become interlinked in more ways than ever before, the convergence thesis is no longer a reliable or useful heuristic tool to frame our investigations of this world. The next section seeks to demonstrate this in more detail.

**FINANCIALIZATION: THE EMPIRICS**

While there is no consensus on the metric of financialization, we have opted for a three dimensional approach to capture as many as possible of the developments described by the financialization literature. We begin with comparative data on the depth of different financial markets in the UK, the US, the Netherlands, France, and Germany. This measure encompasses differences in national (both public and private) indebtedness as well as the depth of the equity market. We have chosen these countries because in the VoC-literature they serve as the most true-to-type instances of a ‘liberal market economy’ (LME) and a ‘coordinated market economy’ (CME) respectively. We have added the Netherlands for reasons of contrast, given its hybrid nature (see Engelen et al. 2010 for an empirical demonstration of Dutch hybridity). We then proceed with the inflow and outflow of capital as an indicator of financial openness as well as the extent of financial internationalization. We use these two measures as a broad indicator of factor mobility in the financial domain. Large financial markets relative to GDP and a high degree of openness to
foreign direct investment (FDI) are markers of a LME, i.e. a political economy where the logic of factor mobility rules supreme. The opposite serves as a marker of a CME, i.e. a political economy that is notable for its high degree of factor protection, especially labour.

However, these are both relatively traditional financial indicators based on a conceptualization of financial markets that is strongly geared towards its supposedly intermediating functionality for what is called the ‘productive’ or ‘real’ economy. As such, these indicators fail to capture what is a striking hallmark of current financial markets, namely, their innovativeness, responsible for the production of financial products that are at two or three removes from real financial assets (e.g. derivatives, securitized assets, and futures). We use data from the European Securitization Forum on the value of securitized assets as a proxy for the degree of innovativeness of financial agents in different political economies to capture at least part of these new segments of the world’s financial markets. We dispense with measures concerning the spatial distribution of ‘new financial agents’ like hedge funds and private equity funds as indicators of financial innovativeness, since in the virtualized markets these agents can tap into ‘national’ financial markets from wherever they are located. And in the case of hedge funds and private equity funds that is often in exotic offshore financial centres, like the Cayman Islands, the Virgin Islands, and the Seychelles, which can hardly be described as themselves founts of financial innovation.

Financial market depth

Since the re-emergence of capital mobility in the 1970s, financial markets in almost every OECD member state have grown tremendously. After the setback triggered by the bursting of the ICT bubble in 2001, the expansion of financial markets has accelerated again since 2003. Figure 21.1 corroborates the picture suggested by the VoC-literature in the sense that the depth of the financial markets in the UK and the US surpasses that of French and German markets. However, the Netherlands, which Hall and Soskice situate squarely in the CME camp, defies these expectations. If we leave aside ‘offshore’ financial centres such as Ireland and Luxembourg, the Netherlands domiciles the largest capital markets relative to GDP in the OECD, surpassing both the US and the UK (IMF 2006: 95).

However, it is important to go beyond mere aggregate quantitative indicators and to take into account the concrete institutional dimensions of the depth of financial markets. It is often pointed out that most investment in market-based systems is not undertaken directly but indirectly, i.e. through intermediaries such as investment funds and pension funds who pool assets, diversify risks, provide expertise, lower transaction costs, and practice due diligence. It is especially the latter that have contributed to financial growth. As Toporowski (2000) and Clark (2000) have argued, the investment needs of large institutional investors are the drivers of financialization. Hence there appears to be a strong correlation between funded
pension systems and deep financial markets on the one hand and a so-called pay-as-you-go system and a bank-based financial system on the other. In fact, the combination of large pension funds and deep and liquid financial markets has become a typical marker of the Anglo-American cluster, as is demonstrated by Figure 21.2 below.

![Figure 21.1: Stock and bond markets as percentage of GDP](chart1.png)


![Figure 21.2: Correlation between pension fund reserves and the total assets of institutional investors relative to GDP in 2001](chart2.png)

The US and the UK are situated solidly in the upper right corner: France and Germany in the lower-left quadrant. But the position of the Netherlands is telling: it clearly fits the Anglo-American pattern in which both total assets and the contribution of pension funds are extremely high. Here, the Netherlands and its corporatist neighbours clearly part institutional ways. Indeed, the Netherlands (together with puny Iceland and Switzerland) possesses the highest amount of pension savings relative to GDP worldwide, higher even than typical LMEs such as the US and the UK.

Financial openness

We take inward and outward foreign direct investment (FDI) as a proxy for financial openness. If financial internationalization means anything it should have become easier for domestic investors to invest in foreign capital markets and for foreign investors to invest in domestic capital markets, both because of the repeal of legal hindrances and the increasing transparency of foreign asset classes to domestic investors as a result of the virtualization of financial markets and the digitization of trading data. Hence, we should expect a sharp rise in cross-border transaction as measured by inward and outward FDI flows.

Figure 21.3 shows that to be the case. Across the board, we observe a rise in both inward and outward FDI relative to GDP from 1990 to 2005. However, the amount of FDI flows differs strongly among political economies, although in a pattern that is hard to reconcile with the VoC-narrative. While Germany and France demonstrate a relatively low level of openness and the UK a relatively large degree of openness, the US and the Netherlands disturb that pattern—the former due to its relative lack of openness, the latter both for its high absolute levels of inward and outward FDI as well as for the extreme speed with which these indicators have changed, illustrating the strong embeddedness of the Dutch political economy in global capital markets.

Another measure of financial openness is foreign ownership of publicly quoted shares. As Figure 21.4 demonstrates, there are huge differences with regard to the level of foreign investor penetration in national equity markets. While the overall level of foreign ownership of exchange traded equity has risen almost everywhere in Europe, in most cases growth has been fairly limited. Large European political economies like France and Germany have relatively stable shares of foreign ownership, ranging from 22 and 17 per cent respectively in 1990 to 39 and 21 per cent in 2005. Even in financialized economies like the UK the level of foreign ownership is fairly constant, amounting currently to only 35.2 per cent. Apart from the new accession countries, whose huge privatization programmes in the early 1990s attracted large numbers of foreign investors, it is small, open, and highly internationalized economies like Belgium, Ireland, and the Netherlands that truly stand out with shares of foreign ownership substantially exceeding the 50 per cent mark. From a level of 46 per cent in 1990, the share of foreign ownership in the Netherlands has now reached 69 per cent, making it one of the most internationalized market places in the world.
Figure 21.3: Inward and outward FDI stock relative to GDP in 1990, 2000, and 2005
Source: UNCTAD 2009. FDI Database Washington, UNCTAD.

Figure 21.4: Foreign ownership of public exchange traded equities, 2005
If foreign equity ownership illustrates the ease of capital inflow, the share of foreign equity in the portfolio of domestic institutional investors, especially pension funds, is a measure of the ease of capital outflow. Figure 21.5 presents comparative data on the share of foreign holdings in the portfolio of Dutch, American, and British pension funds. The rapid growth of foreign holdings by Dutch pension funds is striking. Currently around 75 per cent of total Dutch pension fund assets is invested outside the Netherlands, while 58 per cent of it is managed by foreign, in particular Anglo-American, asset managers (Bureau Bosch 2007).

**Financial innovation**

As we sketched in the introduction, since the 1990s financial markets have undergone a radical transformation. Traders’ creativity, promoted by new technologies and the knowledge of mathematicians and econometricians, has resulted in a veritable wave of financial innovation, especially in the OTC derivative markets. Since the three-yearly BIS data do not allow for a geographical breakdown, we have decided to use the available data on securitization as a proxy for financial innovativeness. Europe is a relative newcomer in the field of securitization and the American market for
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3 Since capitalized pension funds are virtually non-existent in France and Germany, we have restricted the data presented to these three economies.
securitized assets is almost eight times as large as the European one. The American market encompasses both commercial and residential property as well credit card debts, phone cards, student loans, and car loans (IFSL 2007). In Europe, the market is still dominated by mortgage-backed securities (MBS), primarily related to commercial property. However, the securitization of other forms of debt and especially residential mortgages is on the rise in most European economies. We expect the level of securitization to be related to the other measures of financialization presented in this section.

Figure 21.6 largely bears that out. When it comes to outstanding amounts of securitized assets, the UK and the US surpass by far the still fledgling securitization markets in France and Germany, corroborating the picture sketched of the two types of political economies in the VoC-literature. The outlier, once again, is the Netherlands. In terms of outstanding securitized assets the Netherlands is much closer to the systems of the UK and the US than to continental European countries. It is also worth observing that the amount of outstanding asset- and mortgage-backed securities in the Netherlands is increasing rapidly and, in contrast to the UK and the US, seems to be undented by the credit crunch of 2007–8.

Beyond intermediation?

To what extent do these indicators provide evidence for our hypothesis that finance has transcended its traditional intermediating functions? And how does this trend vary across different political economies? Unfortunately, there are no easy answers. We might get some further purchase on this issue from OECD data on the share of fee-based versus interest-based incomes of banks, often used as a proxy for the
relative importance of ‘traditional’ versus ‘financialized’ banking. It is important to emphasize that, again, this is not more than a rough measure, since the category of fee-based income hides from view the transformations that have taken place in the types of fees earned by banks, and tracking these transformations requires data at the level of individual banks that have not been collected in any systematic fashion (see Erturk et al. 2009 for a first attempt).

Figure 21.7 gives data on the share of fee-based bank incomes for Germany, the UK, the US, and the Netherlands, showing a steady increase in the share of fee-based incomes in all four countries. The recent decline of fee-based incomes in Germany and the Netherlands is striking, which suggests a loss of fee earning opportunities to Anglo-American competitors.

Thus, it seems possible to conclude, with some caution, that the extent to which finance has moved beyond its traditional intermediating functions has been relatively well-documented for the US and the UK, both by the financialization literature and by a growing number of practitioners (e.g. Krippner 2001; Michie and Mollan 2008; Roberts 2008; Knee 2007; Augar 2005; Ellis 2008). The available indicators suggest only a limited extent of financialization in the case of France and Germany. The case of the Netherlands offers a third trajectory of financialization. Below we will sketch the outlines of the three pathways of financialization that our empirics suggest.
FINANCIALIZATION: DIFFERENT TRAJECTORIES

What our combination of comparative institutionalism and financialization studies suggests is a need to distinguish conceptually between different paths or trajectories of financialization—not just in the sense that universal processes of financialization are refracted differently in different institutional contexts, but rather as shaped by the contingent outcomes of actors’ political struggles and compromises over how to negotiate the financial opportunities and pressures with which they are faced. On the basis of the empirical material presented above we distinguish between the following paths of financialization:

1. **Consensual financialization** in the case of institutional configurations that possess a high degree of institutional isomorphism and are based on the utilitarian logic of short-term profit maximization and high factor mobility;

2. **Contested financialization** in the case of institutional configurations that possess a comparable degree of isomorphism, but are instead based on the deontological logic of loyalty, strong reciprocal commitments, and factor immobility;

3. **Compartmentalized financialization** in the case of hybrid institutional configurations that lack institutional isomorphism but are instead loosely coupled institutional wholes that are nevertheless able to generate strong economic and financial performances.

Below, we discuss each of these pathways in turn.

**Consensual financialization**

Consensual financialization refers to a political economy where financial agents have been able to mould the institutional and regulatory environment in such a way that their wealth enhancing capabilities are produced and coordinated through exchange relations. This results in high scores on all indicators of financialization used above: high degrees of capital mobility, financial market openness, and financial innovativeness. The US and the UK are prime examples of this pathway, suggesting an ‘elective affinity’ between the LME-model of the VoC-literature, built around the importance of factor mobility for generating economic wealth, and this particular trajectory of financialization.

It is associated with a particular mode of political contestation. While populist backlashes were prevalent everywhere, especially in the immediate aftermath of the 2007–9 (and onwards?) credit crisis, their political reworking took on a particular form in the UK and the US. For what is striking about developments in both the US and the UK is that political initiatives aimed at the suppression of financial markets and the imposition of serious constraints on financial actors have generally failed to reach the legislative end stage. Instead, they have become bogged down in a slow and opaque legislative trajectory that is overlaid with conflicting aims and initiatives.
This has much to do with the ability of the financial sector to block attempts by legislators and regulators to impose measures that are seen as disruptive of its business. To a large extent this ability derives from the fact that while the electorate does not take kindly to the abuse of financial power, it has an abiding faith in the power of the marketplace to solve its own problems. Promises of self-regulation have therefore always been an effective response to attempts to impose a more restrictive regime (Robotti 2007; Engelen, Konings, and Fernandez 2008).

A similar observation can be derived from the state responses to the credit crisis. If Anglo-American finance picked up its pace of expansion relatively easily after the 2001 crisis, the subprime crisis clearly posed greater challenges to its capabilities and legitimacy. What is striking about the Anglo-American responses, however, is the differential treatment of ‘Wall Street’ and ‘Main Street’: the provision of tremendous amounts of funds to the world of high finance in the absence of significant direct assistance for ordinary people has not resulted in a substantial delegitimization of key financial institutions. While the electorate have loudly voiced their aversion to financial excesses, they have refrained from taking on the financial system as such, suggesting that they understand their own financial security as deeply bound up with the long-term soundness of the financial system at large (Engelen et al. 2010).

Contested financialization

Contested financialization tends to characterize political economies where financial agents have lacked the power to benefit from the opportunities that have been offered by the twin process of deregulation and technological change in financial markets—because of insufficient legitimacy or a lack of class coalitions. The latter has clearly been the case in Germany, the quintessential CME. Given its highly fragmented banking and equity markets, agents willing to pursue the opportunities offered by financial internationalization have found governments, the electorate as well as other fractions of the capitalist class in their way and have instead opted for an existence as transnational actors that have largely cut ties with their institutional and spatial domestic origins (e.g. Deutsche Bank and Deutsche Börse).

This is associated with a specific mode of contestation surrounding the distributive effects of financialization. What is striking about the German polity is its accessibility for those who resent the influx of foreign investors in the German economy. The dominant discursive frame in Germany is that of ‘protecting’ the German model against external onslaughts. Anglo-American activist investors are seen to have disrupted the trust-based foundation of the German production system. These new actors and the financial strategies they employ are perceived as foreign and exogenous, reflecting the still limited extent of financialization of the German economy and the German public’s relative lack of familiarity with new financial actors, products, and services. Moreover, the perception that there is something worthwhile to protect reflects the newly gained self-confidence of the German
political and economic elite because of improved macro-economic performance compared to the early 1990s (Engelen et al. 2008).

This configuration of economic and political forces has shaped Germany’s particular response to the subprime crisis. Germany has been spared the disgrace of having to bail out its largest banks, while German firms appear to have been much less hit by the deleveraging of banks and the credit squeeze, prompting politicians to emphasize the superiority of Germany’s three-pillared banking system. Nevertheless, through the channel of declining exports, the German economy too has taken severe hits from the credit crisis. In 2008 the German government embarked upon a Keynesian fiscal package to stimulate the domestic economy, but it did so grudgingly and in a context that stressed the pernicious influence of Anglo-American capitalism (Engelen et al. 2010).

**Compartmentalized financialization**

Compartmentalized financialization is typical for political economies that encompass institutional arrangements with contrasting logics, i.e. that combine corporatist labour market regimes and welfare states with deep financial markets, a high degree of financial openness, and a large financial sector. The Netherlands was used in this chapter as an example of this trajectory of financialization, but similar processes can be observed in countries like Switzerland, Austria, and the Scandinavian economies, suggesting a correlation between this mode of financialization and the characteristics of small open trading nations that have been described by Katzenstein (1985). The hallmark of this mode of financialization is that national financial agents such as banks, insurers, and pension funds take full advantage of the transnational opportunities that financialization has created, while simultaneously leaving the traditional integrity of the wider national economy largely untouched. One manifestation of this is the move of financial agents, either physically or virtually, to transnational nodes like the financial centre of London.

The Dutch case illustrates this compartmentalization well. Most of its pension savings are invested abroad and managed by Anglo-American asset managers. Most of the stocks listed at the Amsterdam exchange are owned by foreigners. The trade in synthetic products and other innovative financial instruments is increasingly conducted by the London desks of the largest Dutch banks or is even completely outsourced to foreign banks. The Amsterdam exchange has largely turned into a transnational trading platform whose primary market (for IPOs) is increasingly used by so-called ‘Special Purpose Acquisition Companies’ (SPACs), domiciled in offshore centres such as Guernsey, Jersey, and the Cayman Islands and managed by Anglo-American owners like Carlyle Capital and KKR. Similar forms of compartmentalization can be found in Switzerland and Sweden (Engelen and Grote 2009).
This translates, once more, into a highly specific mode of contestation. While there was considerable public uproar over a number of high-profile cases of foreign investor activism, this did not result in effective political action like in Germany. Rather, the political response was delegated to a committee of experts who reframed the issue not so much as the rise of activist investors but as a technical issue of corporate governance. In other words, a populist backlash was contained by political elites in a typical corporatist manner. The viability of such strategies is bound up with the Dutch-funded pension regime: because Dutch workers are dependent for their long-term welfare on the ability of pension funds to reap high returns on investment, Dutch workers in a very meaningful sense have themselves become shareholders. While politicians, unions, and managers do still wield the discourse of corporatism, the population's growing awareness of its dependence on capital returns means that they have generally failed to enact it (Engelen et al. 2008). The delicate balance that characterized this hybrid regime will no doubt be tested further as the current crisis develops forcing the Netherlands to face a quadruple whammy: a sharply declining contribution by financial activities to its GDP, a funded pension crisis that is affecting over 90 per cent of workers, a rapid fall in global consumption hitting its export-oriented economy particularly hard, and a rapidly rising public indebtedness as a result of the need to shore up Dutch banks to the tune of 6 to 10 per cent of GDP, one of the highest percentages worldwide (Engelen et al. 2010).

While this section has presented only a preliminary mapping that is in need of more robust testing, more detailed conceptualization, more fine-grained causal analyses, and further territorial extension, it does suggest that the cross-fertilization of comparative institutionalism and financialization studies would be a fruitful undertaking, providing us with greater insight into the agents, techniques, and institutional arrangements at work and the political constellations they produce. Below, we briefly sketch some of the implications for comparative institutionalism of such a collaborative approach.

**CONCLUSION**

This chapter began with the claim that the financialization of contemporary capitalism has not received sufficient attention from comparative institutionalism and the VoC-literature. We then presented an overview of financialization trends and argued for the existence of different trajectories or pathways of financialization. What the empirics suggest is that comparative institutionalism needs to move beyond its Gershenkronian roots and has to broaden its empirical ‘catchment area’ by taking the rise of finance more seriously. Comparative institutionalism needs to do more to come to terms with the structural transformation in contemporary capitalism, whereby finance has transcended its traditional intermediary role and has become
a self-standing growth industry primarily geared to the production of liquidity. This change is reflected in the continuous role-shifting of investment banks. While these players used to earn their fees by providing intermediating and advisory services to firms who wanted to take over other firms or draw capital from public markets, increasingly they earn their fees by pursuing purely financial transactions (prime brokerage, constructing and marketing ‘synthetic products’, asset management, wealth management, treasury management, fiduciary management) and using the knowledge they gain in that process for proprietary business (Knee 2007).

This shift from intermediation to transaction functions implies that perspectives that view the functionality of the financial system as determined by the extent to which it mediates between households and firms and between savings and investments, are likely to become increasingly inadequate to the task of describing and explaining contemporary financial change (Konings 2008). The persistence of this normatively laden notion of functionality speaks to its roots in productivist visions of capitalism that ultimately go back to the assumptions of classical British political economy of the early nineteenth century (Deane 1978; Redman 1997). More specifically, the conceptualization of financial systems as conduits between society’s savings and its productive investments can be said to represent a residual ‘materialist’ bias that has survived VoC’s tendency to stake out its own theoretical terrain by criticizing the economic determinism and homogenizing assumptions of both Marxism and neo-classical economics. In so far as financial expansion is not connected to increases in productive investment, this tends to be equated with a dysfunctional uncoupling or disembedding of finance from the real economy, in a Polanyian sense (Blyth 2002; Block 2007). Thus, within the framework of the VoC-literature, financialization processes, like processes of disembedding, can, almost by definition, only be conceptualized in negative terms (see also Krippner 2001).

Indeed, the central distinction between bank-based systems and market-based systems can only be sustained on the notion that a financial system should be evaluated in terms of its ability to promote industrial growth and competitiveness. For from the point of view of industrial corporations’ financing decisions, the distinction between bank credit and capital market financing largely holds. But as financial practitioners are well aware, the long-term stock and bond markets are only one part of a much more complex and variegated configuration of financial markets, much of which has traditionally remained under the radar of financial authorities (often with the latter’s permission). And in the age of financialization and the incorporation of ever larger swathes of economic activity into expansionary financial dynamics, these configurations become crucial. They are better seen as constituting a highly complex structure of interacting funds, cross-cutting networks, and overlapping credit relations than as consisting of discrete realms of financial action.

Thus, contemporary capitalism is progressively undermining the viability of a dichotomous view of the economy, according to which clear-cut distinctions can be made between the ‘real economy’ and the ‘financial sector’. The reality of financialization requires an extensive reworking of the way in which finance is currently
conceptualized (see also Deeg in this volume). This chapter has argued that comparative institutionalists should consider turning to the growing financialization literature to that end. A cross-fertilization of themes found in the two literatures would certainly advance attempts to understand the patterns of change discussed in this paper.
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This chapter will describe how policymakers and governments came to understand the role of institutions in shaping the growth trajectory of nations and later to act as if nations compete on the basis of their economic, political, and cultural institutions (Campbell and Pedersen 2007a; Pedersen 2006b). The chapter will cover the period from the 1970s onwards. In the immediate post-Second World War period mainstream economics limited its analysis of institutions to markets. Appropriated institutions ‘. . . were those that allowed for a functioning of markets as close as possible to that featured in general-equilibrium theory’² (Amable 2003: 26). The mission of the state was to correct the market in case of externalities and to convey public goods, i.e. national defence, law enforcement, etc. Institutions were
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¹ Thanks for comments to Mark Blyth, John L. Campbell, Colin Crouch, Francesco Duina, Charlotte Epstein, Ian Marsh, Glenn Morgan, Ariyoshi Ogawa, Koji Ono, and Vivien A. Schmidt. Special thanks to John Campbell and Glenn Morgan and to the always intellectual energetic WIP seminar at the International Center for Business and Politics, Copenhagen Business School.

understood to be exogenous to markets as well as a static phenomenon with measurable characteristics and predictable outcomes. This understanding of institutions corresponded to the Keynesian practise of economic intervention during ‘The Golden Age of Capitalism’ lasting from the immediate end of the Second World War till the beginning of the 1970s (Eichengreen 2007: 15–51). With the onslaught of the first post-war crisis in 1973 neo-classical economists began to advocate the free functioning of market mechanisms and initiated a critique of Keynesian demand-management policies calling for institutional reforms. Privatization of state companies and deregulation of labour markets became policy goals in concert with liberalization of financial institutions and the construction of markets. The dominance of neo-liberalism suggested that all governments needed to do was to set markets free through making such institutional reforms (Campbell and Pedersen 2001). Institutional reforms subsequently came to mark the whole period from the 1970s onward, and the concept of ‘institutional reform’ came to dominate the political debate. Today, for example, the completion of ‘The Single Market’ in the EU stands as a significant instance of such reform in this period. It was based on the neo-liberal idea that institutional reforms matter and that the free functioning of markets is well suited to provide allocative benefits (Egan 2001; Fligstein 2001; Duina 2006). It also stands as an example of how the concept of institutional reform was put to use in politics, and of how the general understanding of the role of institutions changed from an emphasis on institutions as exogenous to markets, to institutions being also endogenous to markets, and from institutions as static with predictable outcomes, to institutions being dynamic with unpredictable outcomes. Later in the 1990s, the neo-liberal view was contested when it did not seem to explain certain highly competitive economies like Denmark (Campbell and Pedersen 2007b) and did not appear to produce much in the way of positive results in Central and Eastern Europe, or in South America (Frieden 2006: 437–44).

In this chapter I will describe how the focus on institutions and institutional change developed from a pure academic dialogue into practices of institutional reforms. The purpose is threefold. First, to show how the concept of institutional reform ignited a policy interest in institutions as a political phenomenon and in institutional analysis as a policy tool; second, to show how this emphasis on institutional reform influenced the general understanding of international competition as part of a political project for initiating an institutional competition among nations; and third, to introduce the ‘concept of institutional competitiveness’ (CIC) as a particular but important way of framing the concept of international competitiveness. My basic claim will be that discourses of national and firm-level competitiveness and associated practices of institutional reform have become a ‘political phenomenon’ of interest and salience for policymakers and decision-takers. Knowledge of institutions is now applied to explain economic growth and to assess the potential relevance of institutional reforms. Institutional analysis has become ‘a policy tool’ for the implementation of political goals. It is this dual role of discourses and institutions I describe in the following. The whole debate on international competitiveness will be looked upon as an example of how institutions (as a political
phenomenon) and institutional analysis (as a policy tool) have become part of a policy approach making it possible for governments, and international organizations to act as if nations compete. This is the first aim of the chapter. The second is to show how in this process the understanding of institutions has developed from a simple to a comprehensive, and from a static to a dynamic view—i.e. from institutions regarded as a context for markets, to markets as a set of institutions that can be built by means of politics.

Three caveats are necessary. First, it is not my intention to describe in detail the conflicts of interests and the accidents of history involved in advancing this discourse. Even if agents and actions have obviously been the driving force in this development I will not attempt to identify who did what in the sequence of others’ actions. My ambition is only to identify some of the traces that a myriad of actions has left in the general understanding of the role of institutions. Second, neither is it my ambition to explain why the travel from academia to policy took place in the first place. Once again my ambitions are rather modest; I will point to how institutions and institutional analysis have become concepts used by actors in arguing for institutional reforms. Third, and finally, it is not my ambition to argue that nations ‘can’ compete or actually ‘do’ compete. The concept ‘nations compete’ is widely contested; some even call it ‘a dangerous obsession’ and debate whether nations or alternatively only companies can compete (Krugman 1996). The aim is to show that whatever the debates, which continue about whether nations can or cannot (do or do not) compete, there is by now an established discourse on institutional competitiveness and a set of institutions making it possible for policymakers and others to act as if nations actually do compete.3

The chapter will be organized as follows. First, I describe how the concept of international competitiveness is discussed. In order to describe how the concept has been redefined and advanced to become a discourse I include literature from economic theory and business analysis (Aiginger 2006b; Siggel 2006). It is in this context that the concept of institutional competitiveness (hereafter abbreviated to CIC) is introduced as a particular understanding of what makes national economies competitive. Second, I trace the institutionalization of the discussion into institutions and expert systems through two examples. One is the development of The Post-Washington Consensus; another is The Open Method of Coordination within the EU. The presentation is based on policy papers, reports, and other primary sources from international organizations and national governments. Third, I point to how institutionalization has moved into policy arenas and come to include a number of reforms transforming nation-states. I draw on primary and secondary literature in

3 Wolfgang Streeck (2009) gives another reason for emphasizing the as if aspect. He rightly calls attention to the fact that ’...the significance of national institutions for the market fortunes of firms is anything but certain or invariant in time and place’ (p. 9). He is also one of the very first to emphasize that the view that ‘nations compete’ must be regarded as a paradigm that have to be challenged and criticized ’...if the theory of political economy is to move forward’ (p. 20; see also Cameron and Palan 2003).
presenting the concept of the ‘Competition State’ (Cerny 1990, 2007; Stopford et al. 1991; Jessop 1994a, 2003; Hirsch 1995; but also Rosecrance 1999; Bobbit 2003; Weiss 2003). Fourth, and finally, I emphasize how state–society relations have been changed. The concept of ‘Competitive Arrangements’ (Rhodes 1998; Molina and Rhodes 2002) is engaged with other related concepts. In the Conclusion the concept of institutional competitiveness (CIC) is defined and presented as a present understanding of international competitiveness among national governments and others.

THE RISING DISCOURSE ON ‘NATIONS COMPETE’ AND INSTITUTIONAL COMPETITIVENESS

The year 1993 was special for the new interest in international competitiveness. In February 1993, President Bill Clinton introduced his first economic programme and spoke of ‘...a global economy in which we must compete with people around the world’. In June of the same year, the President of the Commission of the European Communities, Jacques Delors, spoke in Copenhagen about the competitive race between Europe and the USA.\(^4\) This was eight years after Peter J. Katzenstein had published Small States in World Markets (1985),\(^5\) one of the first efforts to link institutions to the competitiveness of national economies; and almost three years after Michael E. Porter had published The Competitive Advantage of Nations (1990), one of the first books to talk about the competition of nations. It was also just one year before Paul Krugman, counterattacked by calling all the talk about the competitiveness of nations ‘a dangerous obsession’ (1994). Since then, the concept of international competitiveness has been one of the most contested in both academic and political dispute (Aiginger 2006b), while at the same time becoming part of the rhetoric of policymakers virtually ignoring Krugman’s principled objections. Travelling between academia and politics, the concept has changed several times. In the following I describe how the concept has changed but also developed to become a discourse. By discourse I mean a world view in which individual as well as collective action (i.e. relations between nations) can be understood as dominated

\(^4\) At the summit in Copenhagen the Commission was asked to submit a white paper on ‘Global Competitiveness’ before the European Council’s meeting on 11 Dec. 1993, see ‘White Paper on Growth, Competitiveness and Employment’, Commission of the European Communities, http://aei.pitt.edu/1139/.

\(^5\) From the very early 1980s comparative political economy together with organizational theory ‘rediscovered’ institutions and (re)introduced institutional analysis to social science disciplines. Among the most important contributors to bringing back in institutions one can mention Schmitter (1974); Schmitter and Streeck (1985); Aglietta (1976); also March and Olsen (1984 and 1989); for an overview see Campbell (2004).
by actors acting as if they are rational, and where the state of things (i.e. the competitiveness of nations) is understood to be changeable by deliberate acts.  

David Ricardo’s famous trade model of comparative advantage (the two countries and two goods model) was an early attempt to construct such a world of action. Later his model was developed by Dornbusch, Fisher, and Samuelson (1977) to include n countries and n goods and by Heckscher and Ohlin (Leamer 1995) to emphasize variable capital endowments as the ultimate factor explaining comparative advantages. Today the international competitiveness of firms is evaluated using statistics on factor endowments like land, capital, natural resources, labour, and entrepreneurship and is based on the following assumptions:

- International competitiveness applies to firms;
- Comparative advantage (see review in Siggel 2006) pertains to economic micro-foundations;
- Measurement of international competitiveness is based on a few indicators of competitiveness; and
- Competitiveness as well as comparative advantages is measured statically or objectively, i.e., ex post or as revealed competitiveness (see Balassa 1965 and the index of ‘revealed comparative advantage’).

**Institutions—two lines of understanding**

This was also the definition used by Paul Krugman (1994, 1996) when he criticized the concept of ‘nations compete’, and when he called Bill Clinton’s belief that every nation is ‘... like a big corporation competing in the global marketplace’ a dangerous obsession (ibid 1994). Yet over time the concept has evolved to include a greater number of endowments: Joseph Schumpeter for example emphasized the key role that entrepreneurship and the dynamic of ideas can play (Pack 2000); Paul Krugman drew attention to the advantages of large-scale operation (Krugman 1979); Robert Solow underlined the fundamental of increased know-how; Christopher Freeman (with Clark and Soete 1982) described the role of technical innovation (see Lipsey, et al., part I for overview), and the Swedish-Danish economist Bengt-Åke Lundvall among others has more recently emphasized the importance of ‘knowledge’ as an input factor for competitiveness (Lorenz and Lundvall 2006). But even if the concept has come to include additional examples of factor endowments, it is not before the 1980s and the dominance of neo-liberalism that a preoccupation with institutional reforms surged.

Equally it is not before the 1980s that this brought the attention of policy experts and policymakers to two lines of academic dispute, both engaged in explaining why

---

6 As such a discourse is equivalent to a context for rationality—i.e. a world view in which action is believed to be rational, or understandable through its causal links and mechanisms; see Pedersen (1991); Campbell and Pedersen (2001: 1–23).
national economies and firms develop certain characteristics that enable them to compete successfully on global markets. The first is the theory of the firm linked to Oliver Williamson’s theory of transaction costs.\(^7\) The second is the line of research initiated by the publication of Andrew Shonfield’s seminal book *Modern Capitalism* (1965) followed by Katzenstein’s equally seminal *Small States in World Markets* (1985). The first starts from a micro-perspective and explains the existence of the firm by the fact that there are costs related to using the price mechanism and that these costs (like establishing contracts) must be made outside the market in a separate set of institutions. Based on this micro-oriented theory economists have studied the functioning of organizations (or firms) in overcoming problems related to information exchange, lack of cooperation, and shirking (Milgrom and Roberts 1992). The second starts from a macro-perspective and stresses that firms are embedded in labour market institutions and in financial systems; that they are dependent on governments’ implementation capabilities, and in more general terms on forms of trust entrenched in social networks and local communities (Granovetter 2004). Both lines of research are regarded as influential in shaping the present interest in how institutional change and institutional analysis can be exploited to create comparative advantages. Furthermore, both have developed to become rich and diversified schools of thought in their own right. The micro-reading is part of the history of organization theory (Starbuck 2003); the macro-understanding is related to comparative political economy and to that part of institutional analysis (Aoki 2001) that is determined to answer how varieties of institutions can explain national competitiveness.\(^8\)

**Firms as embedded—the role of Porter**

One way to make sense of this diversified evolution is to follow the influence of Michael Porter on the advance of the discourse on international competitiveness. The introduction of the CIC as a new reading of the concept of international competitiveness can be followed through the intellectual trajectory of Porter. In his first two books (1980, 1985) Porter was focused on internal firm strategy and the role of management in identifying market niches and it was only with the publication in 1990 of *The Competitive Advantage of Nations*\(^9\) that he started to identify the national (and the institutional) dimension as important. However, it was not before 2000 (Porter 2000) that he began to use the term institution; and only by implication that the concept of institutional competitiveness can be affiliated with his writings. Hence, it is Porter’s country-based empirical studies, policy reports, and general world wide activities (Porter 1998: pp. xvi–xx) that have contributed to put the idea

---

\(^7\) Williamson (1985).

\(^8\) Katzenstein (1985) is the influential work in this tradition, even so *Bringing the State Back In* co-edited by Evans, Rueschemeyer, and Skocpol (1985; see also Id. 2008) must be mentioned with Lindblom (1977) and Hirschman (1981, 1992).

of national competitiveness on centre stage—and to make national governments as well as international organizations aware of institutions as important for the international competitiveness of nations. What is more, it is by his multiple activities at the intersection of academia and politics that his contribution eventually proved decisive in the development of the concept that nations compete. First of all he lifted the concept of comparative advantage from the micro-level, to the study of companies embedded in nations or geographic entities, even if he still emphasized the role of factor endowments in explaining comparative advantages (Porter 1998: 67 f.). He also changed focus from an aggregate and static economy-wide approach to emphasizing the dynamics of competition and the role of competitive strategies (Porter 1998: 131–75). By shifting the attention from the micro-level to the micro-and macro-level Porter took two steps of critical importance for a new way of framing the concept of competitiveness. First, he highlighted the importance of the locality in which a company was embedded and showed that the social, political, macroeconomic, and legal context had an influence on the competitiveness of firms (Porter 1998: 73–80). He made the institutional context—at the national, regional, and local level—an important condition in understanding the comparative advantages of business and also helped to point to public policies as important in promoting advantages or removing disadvantages (Ketels 2006). He thereby contributed to combining the mainstream micro-oriented study of the comparative advantages of firms with a more macro-oriented study of the comparative advantages of nations (Aiginger 2006a). Second, he laid emphasis on the significance of how the organization of competition within a country helps or hinders the creation of firms that are capable of competing as well as the capacity or readiness of a company to compete. He combined the static understanding of competitiveness as a question of revealed performance with a dynamic approach in which the potential of firms to adjust to exogenous changes was stressed. Even so he maintained that ‘The only meaningful concept of competitiveness at the national level is national productivity’ (Porter 1998: 6) and combined a static (ex post) with a dynamic (ex ante) approach, and thereby also combined two questions: (1) How is competitiveness created, i.e. what are the main sources of competitiveness, including the function of human resources and managerial skills, with (2) How is competitiveness explained, i.e. what is the function of the abundance of natural resources, the cheapness of labour, the use of technologies, economies of scale (Aiginger 2006b)? This combination of micro and macro, static and dynamic was forcefully supported by the now famous diamond model of ‘The Determinants of National Advantage’ (Porter 1998: 71–3, 173–5) in which Porter called attention to the macro- and micro-foundations of competitiveness and retained the enterprise (or clusters of firms) at the centre for the measuring and analysis of national competitiveness. Porter held that ‘The basic unit of analysis for understanding is the industry’ (Porter 1998: 33), which in itself was decisive because it put business in a context of a wide range of institutions and made the complementarity of company strategy and policy inputs important for enhancing, but also for explaining, the competitiveness of firms (Grilo and Koopman 2006: 82; Kohler 2006: 104–13). By the same token he introduced the relationship between business and
politics as important (Ketels 2006: 124); and by emphasizing business as in an environment of politics (or business-as-the-core-of-politics), he also assisted in changing the concept that John Maynard Keynes in particular had introduced. In contrast to Keynes, who sought to formulate the means by which governments could stabilize and fine-tune markets (i.e. using policies to set macroeconomic frameworks for free markets), Porter emphasized the necessity for complementarity between politics and business (macro and micro) in creating comparative advantages. Doing so he pioneered a set of questions which subsequently gained influence among governments and international organizations.

I now describe this development in order to show how Porter’s perception of competitiveness has been developed, and how correspondingly the definition and role of institutions has been changed. For this purpose I use Eckhard Siggel’s review of the current theoretical history of the two concepts of competition and comparative advantages (Siggel 2006: 137–59). Like Siggel and others (see the special issue of Journal of Industry, Competition and Trade, volume 6, issue 2, 2006), I mix contributions from academia with contributions from international organizations as well as national policymakers, in order to emphasize three points: First, that at the present there is no accepted or mainstream definition of competitiveness, but that a large number of definitions have been proposed (Spence and Hazard 1988) including the concept of institutional competitiveness; second, that debates on the understandings are actually occurring in an epistemic community (Haas 1992) in which there is participation from academics, consultants, and policymakers (for a survey, see Cantwell 2005); and third, that classical and neo-classical trade theory tends to use the concept of comparative advantage, while international organizations as well as the business literature are more often inclined to use the concept of competitiveness. Based on an extensive reading of both academic and policy sources it can be concluded that the definition of competitiveness has evolved see Table 22.1:

• From emphasizing only micro-foundations for comparative advantages to mixing micro- and macro-foundations, as when monetary costs, and not only the costs of production factors, are included, and the real or the effective exchange rate is understood to be an important factor in measuring competitiveness (Lipschitz and McDonald 1991).

• From emphasizing only one dimension, and then primarily the real cost of production factors, to including many dimensions, as when technology as a condition, reflected, for example, by R & D expenditure is included (Fagerberg 1988), or when Porter in his diamond model includes production and demand conditions as well as company strategy and rivalry among firms and other determinants of comparative advantage.

• From a static understanding measured by the outcome of competition or market shares, for example, to a mix of static and dynamic indicators such as changes over time in GDP (gross domestic product) per capita, or in market shares, as when
Krugman used market share over time as an indicator of US competitiveness in manufacturing (Krugman and Hatsopoulos 1987).

- From a deterministic reading of competitiveness where the absolute level of productivity, the annual growth rate or the average income generated is taken as an objective indicator of (ex post or revealed) performance, to a more stochastic (ex ante or strategic) understanding, where the ability to create competitiveness through R & D investments, human resource developments, innovation, etc. is emphasized; and finally,

- From a positive (measured by objective indicators) towards a more normative (measured by political or subjective goals) understanding of competitiveness framed, for example, in terms of ‘...a country’s ability to generate sustained economic well-being for its citizens...’ (Kohler 2006: 87), or the ability of a country to create ‘environmental quality’, or to ‘increase standards of living’, or ‘the ability to create welfare’ (Aiginger 2006b: 163).

Institutions as linked—from embeddedness to complementarities

Even if this new way of framing the conception seems to have moved the understanding of international competition away from Ricardo’s trade model, the classical model is actually untouched. Instead of being denounced the traditional trade model is being extended—by adding extra levels (meso- and macro), new dimensions (technology, the advantages of large-scale operation), further measurements (dynamic), and new positions (normative).

This extension from a simple to a more complex understanding is even more evident when we include the international organizations and their definition of competitiveness. Reviews of international organizations show that competitiveness is defined in various ways and that definitions have changed over time (see review done by the National Competitiveness Council 2004).10 The most important
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development though is the general acceptance that firms exist in a landscape of institutions, and that the complementarity between firms and a context of economic, legal, and institutional factors associated with the locality has an influence on the comparative advantages (or disadvantages) of companies. It has thus become possible to include additional and new dimensions and to open up for different approaches in measuring competitiveness. It has also become possible to see the importance of complementarities between politics and business. The context has changed from macroeconomic regulation (i.e. financial policy, labour market policies, or central wage agreements etc.) to linking micro to macro, business to politics, and to regard the context as including not only policy regulation but all relevant institutional factors (legal, economic, cultural, and political). At the same time, the number of relevant indicators has increased.11

If we compare the theoretical debate and the international organizations’ definitions, it is clear that the gradual reframing of international competitiveness has introduced institutions and institutional analysis in several ways. First, it has become accepted that institutions set the framework for the comparative advantages of firms (Porter 2000); this is why it is now possible to reflect on institutions (i.e. institutional analysis) as a policy tool.12 Second, the development from micro-foundations to micro- and macro foundations has extended the number of players, institutional levels, and policy arenas of relevance to the study of comparative advantages; this is why the strategic interaction of economic and political players and the complementarity (or not) of business and politics as well as the interaction between institutions has become central to the explanation of comparative advantages (Crouch 2005: 46–73; Hall and Soskice 2001: 17; Amable 2003: 58–66; Kohler 2006). Third, this has made the question of institutional change a phenomenon of interest for policymakers; the capability to implement institutional reforms and to establish complementarities between institutions has become an important indicator of competitiveness. Fourth, a split has been established between those for whom the purpose of institutions is to make markets work better and more efficiently—here phrased as ‘the exogenous understanding of institutions to markets’; and those for whom the purpose is to build markets and/or to make them work more fairly—here phrased as ‘the endogenous understanding of markets to institutions’ (Albert 1993). This finally, has established the basis for conflicts between policymakers and others basing their arguments on different national models for growth, i.e. between a liberal model associated with countries like the USA and United Kingdom; and a social model related to the EU and its member states (Pontusson 2005: 15–31). In all these ways, institutions have come to be central to the question of the competition of nations, and institutional analysis is introduced not only to explain, but also to promote, comparative advantages. Moreover, the understanding of the role of institutions has come to be looked

11 For a more systematic review of scholarly contributions to the debate on competitiveness, see Siggel (2006: 144).
12 And at the same time make concepts like ‘the comparative institutional advantage’ fully meaningful (Hall and Soskice 2001: 36–44).
upon as a differentiating marker for political attitudes in the ideological combat of ideas: if you believe in institutions as exogenous to markets you are a liberal or neo-liberal; if in contrast you believe in markets as endogenous (as well as exogenous) to institutions you are either a socio-liberal or a social democrat. The two understandings have come to be templates for political cleavages among politicians and policymakers, but also for theoretical cleavages among scholars in politics, economics, and sociology (Campbell and Pedersen 2001).

THE INSTITUTIONALIZATION OF THE DISCOURSE

I now change angle from the level of discourse to the level of the ‘institutionalization’ of discourse. The aim is to show how an expert system of measurement was institutionalized, constructing a social reality for governments and others establishing a potential to act as if nations compete. How this institutionalization is to be understood will become apparent when two elements in the process are described. The first treats how a number of expert systems are ‘established’ to measure the competitiveness of nations; the second considers how existing economic and political institutions are changed in order to ‘develop’ and to ‘disseminate’ the discourse.

The first kind of institutionalization is related to the construction of expert systems with the purpose of comparing the competitiveness of nations. ‘This institutionalization by the establishment of institutions’ can be politically decided, as when the European Council in 1994 (by resolution of 22 November) decided to strengthen the ‘competitiveness of Europe’ and the Commission commenced to publish the European Competitiveness Report in 1995. It can also be privately produced as when the World Economic Forum (Davos) in 1979 created the Global Competitiveness Index or when the McKinsey Global Institute was established in 1990 ‘...to assess the productivity performance and competitiveness of countries and sectors relative to global benchmarks’.13 As of today, there are numerous international organizations, which systematically carry out international comparisons of national competitiveness.14 Also a number of national, public, and private

---

13 http://www.mckinsey.com/mgi/rp/CSProductivity/
14 The World Economic Forum (where Michael Porter played an important role) started in 1979 to publish the annual Global Competitiveness Report. The International Monetary Fund (IMF) did so with the World Economic Outlook in 1980 after having carried out multilateral monitoring since 1979. The Institute for Management Development (IMD) started 1989 to publish the World Competitiveness Yearbook. The Commission of the European Communities in 1995 began to publish The European Competitiveness Report. In 1992 the Commission established The Observatory of European Small and Medium Sized Industries to carry out a detailed screening of the Competitiveness of individual sectors of manufacturing industry in the EU. In 2002 the competitiveness Council was within the European Council. The OECD’s Global Forum on Competition had its first meeting in 2001; since 2005 the Organization has published Going for Growth. The OECD started to publish OECD Economic Outlook in 1966 and number 82 was published in 2007.
organizations are contributing to the growing industry (for an overview see Bäcklund and Werr 2001).

At the national level, the US government was the first to take an initiative. It happened in 1985, when President Ronald Reagan established the President’s Commission on Industrial Competitiveness.15 The Competitiveness Policy Council was subsequently established in 1988.16 Ten years later, in 1998, the Irish government established the National Competitiveness Council (NCC), which has since published the Annual Competitiveness Report. In 2000 the NCC introduced the report Competitiveness Challenge to convey policy recommendations to the government and social partners.17 Later, several other governments followed suit—Greece in 2003, Croatia in 2005, the Philippines in 2006, and Guyana and the Dominican Republic in 2007. In all instances advisory bodies or special government agencies were established to tackle competitiveness issues through international comparisons. Also private think tanks were established, above all in the USA, where the Council on Competitiveness was established in 1986;18 but also in France where the semi-public think tank Coe-Rexecode in 2006 started the publication of an annual report on La compétitivité française.19

The second kind of institutionalization is related to institutional reforms with the purpose of developing and disseminating the discourse that nations compete. ‘Institutionalization by development’ happens when already existing expert systems come to include mechanisms and routines for the accumulation of knowledge around a particular discourse through systematic data collection, forecasting based on model calculations, and a process of verification or falsification. ‘Institutionalization by dissemination’ occurs when expert systems are available to be disseminated and to be applied by national governments (Boli and Thomas 1999; Keck and Sikkink 1998; Meyer 2000).20 Two examples of these processes will be examined. The first is ‘The post-Washington Consensus’, or how the IMF and the WB came to include an extended—or reformulated—understanding of institutions.21 The second is The

15 Which also gave Porter the inspiration to develop and extend the concept of competitiveness, and led him to write The Competitive Advantage of Nations (Porter 1998: p. xii).
16 But later abolished in 1997.
17 In so doing the Council has changed the definition of competitiveness several times; for example in the last two years (2005–7) alone, the well-known Competitiveness Pyramid developed by the Council has been redefined on important points.
18 http://www.compete.org/about-us/
19 See Coe-Rexecode (2007), La compétitivité française en 2007, Document de travail no. 3. In this report data from the IMF, WB, the Commission of the European Communities, and Ernst and Young is put to use.
20 It is important to notice that by dissemination I DO NOT intend to claim that the concept that nations compete is actually diffused. I have no proof of such an effect, nor any need to claim it. The only point put forward is this: That a number of mechanisms for the development and the dissemination are established which I take as proof of the intention of WB and IMF to diffuse the concept and to develop it to become accepted and used by even more governments and international organizations.
Open Method of Coordination (OMC), or how the EU established routines for learning from institutional reforms. Both will be used to exemplify three features. Firstly, that the discourse of CIC is becoming institutionalized in the EU and among international organizations. Secondly, that international organizations as well as national governments have come to put greater emphasize on the quality of institutions in establishing comparative advantages. Thirdly, that these expert systems create a potential for action but also a potential for discipline, i.e. for making it appropriate for governments and others to act as if nations compete.

From the Washington Consensus to the post-Washington Consensus

From 2003, the IMF began to assume that the quality (and not only the mere existence) of institutions set the framework for comparative advantages. This renewed understanding of institutions was part of ‘The post-Washington Consensus’, in which the IMF and the WB had come to agree that the first ‘Washington Consensus’ was incomplete, and that countries needed to move beyond ‘first generation’ macroeconomic and trade reforms to a stronger focus on institutional reforms, including the elimination of red tape and corruption, and the strengthening and building of ‘good institutions’ (in areas like justice, finance, education, training, and innovation). ‘The post-Washington Consensus’ then was far more sensitive to the quality of institutions and to the importance of institutional variations (one size does not fit all!) as well as the dynamic aspect of institutions (institutions can be changed and experimented with) than the original (Stiglitz 2003: 186). It too was a result of a prolonged debate among government officials and economists on the role of institutions and of growing empirical evidence ‘...that institutional quality holds the key to prevailing patterns of prosperity around the world’ (Rodrik 2007: 184–5).

In the September 2004 issue of the annual World Economic Outlook, the IMF reviewed the established knowledge on institutions, including their impact and the role of institutional change and of ‘good institutions’ in establishing conditions for economic growth (WEO: chapter III). The review was based on Douglass North’s definition of institutions as enabling and constraining the behaviour of actors and on econometric studies of institutions (North 1990, 2005). This in turn led the IMF to assess the role of institutions in a number of economies, including emerging, transitional, and developed economies. It also led the organization to establish a new set of expert systems (databases, indicators) in order to assess ‘the quality of institutions’ (see chapter III, appendix 3.1, ‘Sample Composition, Data Sources, and Methods’: 152–6). Likewise, it led both the IMF and the WB to emphasize the role of ‘institutional quality’ and to recommend ‘good governance’ reforms aimed at reducing corruption, improving the regulatory apparatus, strengthening corporate governance, etc. Finally it led the two to advocate using politics to compensate for the
deficiencies of markets; i.e. by creating *compensating complementarities* (Crouch 2005, 47–59; see also Crouch this volume). Together with the WB, the IMF thus integrated institutional analysis into their policy recommendations by posing questions that previously had been the preserve of neo-institutional theory in academia only and had had little influence on these bodies. Questions such as the following were asked: How important are institutions in explaining economic prosperity? How much does the institutional context explain the variation in the competitiveness of particular economies? And what are the main factors explaining variations in the quality of institutions? The approach chosen by IMF and the WB became macro- and micro-oriented— institutions are looked upon as a context for individual decision-making in a situation of competition. It is also static as well as dynamic—the role of institutional reforms is measured by revealed comparative advantages. Finally, it is positive (competitiveness is measured by objective indicators like GDP per capita) as well as normative—the IMF is advocating the establishment of ‘good institutions’ or ‘good governance’. Hence the IMF and the WB are taking part in the development of the discourse that nations compete by redefining what they mean by institutions but also by establishing new institutions, and new indicators. The IMF also began to expand the analytical apparatus on which the *World Economic Outlook* (World Economic Outlook, 2004: chapter III, appendix 3.1.) was based.

### The Open Method of Coordination (OMC)

The same mix of levels, dimensions, and indicators is applied in the OMC, introduced in the European Union in 2000. However, where the OMC is designed to enable mutual learning, and to so do by initiating stochastic and iterative processes for institutional change, the IMF and the WB tend to use only traditional mechanisms of coercive, mimetic, or normative diffusion. Because the OMC is designed to facilitate semi-voluntary forms of coordination (Scott and Trubek 2002) it is the most important example of the two in demonstrating how the discourse that nations compete has come to include institutional change (as a political phenomenon) and institutional analysis (as a policy tool). The two also differ in their understanding of institutions. Where the OMC perceives markets as both exogenous and endogenous to institutions and business as embedded in politics, IMF/WB takes institutions as a context for markets, and business as separated from politics.

The OMC can be traced to the Commission of the European Communities’ White Paper on *Growth, Competitiveness and Employment* (1993), and represents a method for constructing what later became known as *Social Europe*. The white paper was

---

22 Crouch defines compensating complementarities as ‘Complementarity where components of a whole mutually compensate for each other’s deficiencies in constituting the whole’ (Crouch 2005: 50).

23 The OMC was defined by the Portuguese EU Presidency in its conclusions from the European Council 2000 as ‘mutual learning processes’: http://ue.eu.int/ueDocs/cms_Data/docs/pressData/en/ec/00100-r1.en0.htm.
followed by the ‘European Employment Strategy’ (EES) branded as the ‘Luxembourg process’ (1997), and introduced in the Treaty of Amsterdam (1997). The OMC is based on the ambition of making the European Union into ‘... the most competitive and dynamic knowledge-based economy in the world, capable of sustained economic growth, with more and better jobs and greater social cohesion’ (European Council 2000). Apart from mixing the classic understanding of international competitiveness24 with normative, dynamic, and stochastic aspects, the EES also opens the possibility for a more integrated use of politics in managing and changing markets (Radaelli 2003; Borrás and Jacobsson 2004). This happens in three ways:

(1) **Policies are used to change (or to build) markets.** From the start, the EES was designed to establish semi-voluntary forms of coordination between supranational and national authorities and between political institutions and social partners; all with the purpose to embed business in politics and to amplify normative goals (i.e. social cohesion or welfare). It was designed to ‘... potentially reinforce established practices of social concentration and negotiated governance in reform of work and welfare at EU, national, and sub-national levels, from the European social dialogue through national social pacts to territorial employment pacts and local or plant-level collective agreements’ (Zeitlin 2003: 5 f.). It included multiple levels of institutions; coordinated different policy arenas (labour market, social, education, and several other traditional policy fields); pointed to economic, political, and social players as relevant; and declared the well-being of the European citizens to be the overall goal of market building. Since the formulation of EES, the open method of coordination has been developed to cover EU policymaking in other policy areas such as pensions, health care, social inclusion, macro-economic management, education, and lifelong training to ‘... become a virtual template for EU policymaking in other complex, politically-sensitive areas...’ (Zeitlin 2003: 5).25

(2) **Institutional analysis is introduced as a tool for institutional change.** Each year, the European Council adopts common European guidelines; member states report national employment policies to the Council; and the Council evaluates and reviews these ‘National Reform Programmes’ and gives recommendations back to member states. The use of benchmarking, evaluations, review processes and the absence of legal sanctions create significant room for institutional

---

24 The Commission of the European Communities in the annual European Competitiveness Reports generally defines international competitiveness as: ‘... to mean high and rising standards of living of a nation (or a group of nations) with the lowest possible level of involuntary unemployment, on a sustainable basis’. 

25 There has also been a comprehensive institutionalization and organization of procedures and processes for the development and extension of the EES (the European Employment Policy). These changes have taken place especially at the administrative level under the European Council and the Commission, where the European Employment Committee (EMCO) was established in 1997, and the European Social Protection Committee (SPC) and the Advisory Committee on Vocational Training (ACVT) was so in 2000. All three are comprised of officials from the national administrations, and in some cases even of representatives from social partners (Jacobsson and Vifell 2005).
The iterative process is deliberately used to promote common frames of reference, to disseminate good practice, to shape the interests of business and governments as well as social partners, and to promote mutual learning, i.e. to push firms as well as member states to reflect upon the institutional conditions for institutional change (Ferrara, Hemerijck, and Rhodes 2003). Thus reflections on institutions are turned into a tool for institutional change.

(3) **Recombination of institutions is used to construct comparative advantages.** In the mid-1990s the EES emerged from a situation with high levels of unemployment and low levels of ability to restructure labour markets (Trubek and Mosher 2003: 34–6; Goetschy 2003: 62 f.). Mass unemployment challenged national governments to coordinate a number of policies, and to cut across traditional boundaries between industrial relations and welfare policies. The EES in these circumstances was developed as a way for the Union to deal with challenges which the market and the member states were unable to face themselves (Kenner 1999). It was also developed to construct comparative advantages by complementing market and policies in new and experimental ways. In this manner, the recombination of institutions was granted a central position in the creation of comparative advantages; and the fact that business is understood to be embedded in politics is explored to construct complementarities (Crouch 2005: 52–4).

This process of changing institutions highlights the role of reflection on institutions and of politics as a productive factor. Although the two examples highlight the fact that there are different ways in which institutions can be used to service economic prosperity, they both show that conflicts about how to define (and to breed) competitiveness are now institutionalized and turned into an iterative part of the policy formulation process.

**THE IMPLEMENTATION OF THE DISCOURSE INTO REFORMS OF STATES**

The IMF/WB and the OMC are two of many transnational networks established between national authorities and international organizations and show how the

---


27 Crouch defines constructed complementarities as where innovative action by social actors is forging complementarities into a situation where the presence of one institution increases the returns of the other, without this construction of complementarities being either strategically planned or that the complementarity of institutions implies any kind of necessity of a relationship between the institutions (Crouch 2005: 52–4).
discourse that nations compete has become a resource for national governments in reforming the tasks or responsibilities of their states as *Competition States*.\(^\text{28}\) For the purpose of simplicity it is necessary to distinguish between two forms of competition states.\(^\text{29}\) The first is the *Regulatory State*; the second the *Active Welfare State*.

The term the ‘regulatory state’ is associated with the publication of *The Rise of the Regulatory State in Europe* by Giandomenico Majone in 1994. Since then, it has become commonplace to argue that the dominance of neo-liberalism has led to the emergence of the regulatory state, characterized by privatization of public services, the ‘liberation’ of markets through deregulation or reregulation, the establishment of quasi-autonomous regulatory authorities, and the building of complementarities between innovation, technology, and regulatory change in creating comparative advantages (Vogel 1996).\(^\text{30}\) The term the ‘active welfare state’, on the other hand, is associated with the EU and the strategy for establishing a social model for Europe. Since the European Council in 2000 decided to ‘Build an Active Welfare State’, it has become common to state that the European social model has led to the emergence of the active welfare state, characterized by flexibilization of markets, decentralization of welfare states, and the creation of new social rights. While the regulatory state is looked upon as a context for business and de- or (re)regulation is used in order to create comparative advantages by ‘setting markets free’, it is different in the case of the active welfare state. Here markets are understood to be endogenous to politics and business, and politics to be related strategically by the creativity of firms, governments, and social partners in constructing complementarities between flexible markets and active welfare policies (Jessop 2007). Both definitions emphasize that state reforms are examples of how a discourse is being implemented through the recombination of institutions.\(^\text{31}\)

\(^{28}\) The concept is associated with Marxist state theory and the work of Cerny, Hirsch, and Jessop who see changes in nation-states as comprehensive including alterations in the tasks, the organization and the governance arrangements of states and markets (Cerny 1990, 2007; Hirsch 1995; Jessop 1994a, 2003). In what follows I describe only two aspects of transformations of nation-states: (1) changes in the tasks of states; and (2) in governmental arrangements, i.e. state–society relations. Other aspects can be added, for example changes in the organization of public administration by the use of New Public Management (Christensen and Lægreid 2001); changes in steering and managing of the public economy through the use of performance management (Kettl 2000; Hood 2007); and changes in political leadership by the use of ‘joined up government’, enhancing the strategic capability of the government through the establishment of strategy units close to the head of government.

\(^{29}\) I do so, underlining that in reality states combine the two in attempts to co-evolve their tasks, policies, organization, and governmental arrangements with the discourse.

\(^{30}\) The Enabling Welfare State is a concept very similar to the regulatory state in the sense that it describes the use of private enterprise and market-oriented approaches to the delivery of social provisions (Gilbert and Gilbert 1989). The notion gained currency in the UK during the 1990s under New Labour as an alternative to ‘the providing welfare state’.

\(^{31}\) The definition emphasizes that all ‘capitalist states’ do not necessarily take the form of a regulatory state or an active welfare state, and that only empirical investigations can decide which type of state is developed. It is also through empirical studies that it can be decided from where inspiration for reforms arises and by which mechanisms the reforms are formulated and implemented (Campbell and Pedersen 2007b). In the end we will have to expect a great number of rather different types of competition states.
It is in the White Paper on Growth, Competitiveness and Employment by the Commission of the European Communities (1993) and the following year in the White Paper on a European Social Policy by the Commission that the EU for the first time emphasizes the necessity of reforming welfare states. It is also here—for the first time—that it builds its arguments on the concept of ‘global competitiveness’. But it is not before 2000, seven years later at a special meeting in Lisbon, that the European Council accepts the link between ‘global competition’ and state reforms, calling for the member states to ‘Build an Active Welfare State’ and to ‘Modernise the European Social Model’ (Sapir et al. 2003; Aiginger 2005). Thus, it is through transnational relations and a co-evolutionary process of discourse and state reforms that the discourse is implemented with the ambition of producing comparative advantages for national economies by reforming the welfare states. Doing so, the EU leaves it to member states to choose between two institutional factors in producing comparative advantages:

(1) **External flexibility.** In this strategy the institutional context for firms is at the centre of reforms; the object is to remove institutional rigidities and to create market flexibility (see Commission of the European Communities 2007 for description of country models, annex II; also OECD 2006a). In some cases flexibility of employment is combined with social security in attempts to create ‘flexicurity’. As early as 1997, the European Council was emphasizing the necessity of creating ‘Flexibility with Security’. However it was not before 2007 that The Commission of the European Communities selected flexicurity as a European strategy: ‘Rather than job security, flexicurity focuses on

---

32 It is also on the basis of this that the European Council since has extended the OMC process to a great number of policy areas, making the Lisbon strategy the most important in guiding and developing comprehensive reforms in the missions, the organization, and the governance arrangements in the member states (Zeitlin 2005; Borras and Jacobsson 2004). Among these, the use of Broad Economic Guidelines within the Economic and Monetary Union is of particularly importance. Since 2006, macroeconomic guidelines (EMU) have been synchronized with employment guidelines (EES), and both guidelines are now following the same triennial cycle making it possible for the national governments to coordinate their national employment reforms with macroeconomic issues. This extension of the use of the OMC has led to intense discussions among key actors of whether or not there is a mutual learning based on OMC and whether this is leading to real changes in the organization of member states? Some give positive answers (Zeitlin 2005; Jacobsson 2004; Nedergaard 2006, 2007; Commission of the European Communities 2002b: 9–15, Zeitlin and Sabel 2007); others less so (Scharpf 2002; Alesina and Perotti 2004; Casey and Gold 2005; Kaiser and Prange 2005).

33 Transnational connections are here defined as stable and enduring contacts and forms of participation between national and international, private and public players where one or more of the participants is not subject to any political control from their own government (Jacobsson et al. 2004: 27–48).

34 This strategy for flexicurity was formulated for the first time by the Dutch Minister of Social Affairs and Employment, Ad Melkert, in a memorandum, **Flexibility and security**, Second Chamber 1995–6, No. 24 543: see http://www.eurofound.europa.eu/eiro/1997/06/feature/nl970616f.htm. Implementation was done in some cases via special legislation (e.g. the Flexibility and Security Act in the Netherlands 1999; see Wilthagen and Tros 2004). In other cases it was done by a series of compromises between the government and social partners, which found expression in both legislation and general agreements (e.g. in Denmark from 1987 onwards; see Pedersen 2006a).

35 This happened for the first time in connection with the adoption of the Luxembourg Process (Trubek and Mosher 2003: 42).
“employment security”. Employment security means staying in employment, within the same enterprise or in a new enterprise. The philosophy behind flexicurity is that workers are more prepared to make such moves if there is a good safety net’ (Commission of the European Communities 2007: 7). Originally the flexicurity strategy was developed in countries like the Netherlands, Sweden, and Denmark; but over a period of more than twenty years it became a European strategy for external flexibility (Jørgensen and Madsen 2007: 9–32).

(2) Internal flexibility. In this strategy human resource management is emphasized, and individual employees are the object of policy measures to shape their attitudes and aspirations. The goal is ‘...to ensure the continual adaptability and employability of workers’ (Commission of the European Communities 2007: 12) by making human beings more responsive to constantly changing requirements and conditions through behavioural interventions. Two aspects are included in this strategy: one is creating institutions; the other is introducing a life span (or life course) perspective. The emergence of institutions (entitlements, rules, and norms) for internal flexibility can be found in Sweden and Denmark from the 1980s and simultaneously or later in Norway, Finland, Austria, and the Netherlands. In all cases a number of new social rights were introduced. This happened either by the use of collective agreements, later on formalized by law-making, or by company-specific agreements or in some cases even by agreements within specific sectors. The introduction of the life course perspective, on the other hand, is more difficult to trace; but it is worth stressing that the life course perspective from 2007 became a way to combine the static (Sweden, Denmark, the Netherlands) understanding of flexicurity with the dynamic (Anglo-liberal) understanding of mobility. In the definition of the Commission of the European Communities, ‘Flexibility, on the one hand, is about successful moves (‘transitions’) during one’s life course: from school to work, from one job to another, between unemployment and work, and from work to retirement. ... On the other hand, it is more than just the security to maintain one’s job: it is about equipping people with the skills that enable them to progress in their working lives, and helping them find new employment. It is also about adequate unemployment benefits to facilitate transitions. Finally, it encompasses training

36 A similar ambition to shape attitudes and aspirations by using ‘soft law’ mechanisms can be found in the field of Corporate Social Responsibility (CSR). Here the Commission of the European Communities had already in the ’90s started to promote corporate self-regulation of business to take responsibility for its social and environmental impact on society (Commission of the European Communities 2001a, 2002a). Later CSR where being coordinated with the questions related to external and internal flexibility (Commission of the European Communities 2006a, 2006b).


38 These concern the right to transferable pension entitlements, (re)training, parental leave, various leaves for education, and health assessments, etc., or the right to physical health training, individual coaching, and other sorts of fringe benefits.
opportunities for all workers, especially the low skilled and older workers. (Commission of the European Communities 2007: 10).39

From the end of 2007, then, a search for the optimum life span contribution to the GDP is the official goal of the European Employment Strategy (EES). And it is precisely in this context that the concept of ‘the active welfare state’ has been introduced. The task of the welfare state is to ‘make transitions pay’ or to facilitate transitions in the life span of the individual, and to so do by helping workers to overcome transitions (e.g. from school to job, or from job to re-education by providing social services enabling families to work, or by making it possible for families and individuals to share the social risk of transitional labour markets with others;40 but also by shaping the attitudes and incentives of citizens to social objectives like lifelong learning and a lifelong commitment to work.41

These two models of the competition state are at the heart of many national reform efforts, with some countries following the regulatory type of competition state like the USA and the United Kingdom and others like Sweden, Finland, Denmark, Belgium, and the Netherlands preferring (in general) the active welfare type of competition state. In the first case, countries reformed the institutional environment for firms (external flexibility); in the second case, countries combined external with internal flexibility in an effort to change the institutional context for firms together with the incentives and motivations of employees (through promoting internal flexibility).

THE IMPLEMENTATION OF THE DISCOURSE OF INSTITUTIONAL COMPETITIVENESS INTO STATE–SOCIETY RELATIONS

Both the regulatory and the active type of the competition state are examples of how the discourse has moved from a simple conversation among academics into political

39 The mix of external and internal measures, and of a dynamic and static approach, makes it obvious to see flexicurity as an explicit attempt to manage the complementarities of three institutions—the labour law, the unemployment insurance regime, and labour market policies, and to coordinate the relation between three players—the firms, the employers, and the state (Boyer 2008: 18). But it can also be looked upon as a way of transferring social risks from the welfare state (or the family) to individuals or social groups (Schmid 2006), and to so do by entitling workers to choose and to manage their own transitions during the whole life cycle, i.e. ‘to equip people for the markets’ (Gazier 2007: 110); or in the words of the Commission of the European Communities ‘... to ensure the continual adaptability and employability of workers.’ (Commission of the European Communities 2007: 12).

40 New studies are pointing to the Scandinavian countries for positive examples of how welfare provisions can facilitate transitions in terms of life course (OECD 2005). Also Ireland, among other countries, is debating how to establish a ‘developmental welfare state’ (National Economic Social Council 2005: ch. 6 and 7) following these lines.

discussions with real-world effects. In this section I will look at how the building-up of external and internal flexibility co-evolved with the establishment of process flexibility, i.e. with flexibility in the governmental arrangements used to decide and implement state reforms. This implies changes in state–society arrangements. For the purpose of simplicity I once again distinguish between two types of arrangements. The first is Partisan Arrangements; the second is Consensus Arrangements. The first term covers cases like the United States and the United Kingdom, where private think tanks and advocacy groups have for a long time engaged in open competition trying to attract the attention of the public opinion, and where companies and private interests have been using lobbyism to influence politicians and political parties (Campbell and Pedersen 2010). The second term includes countries like Germany, Austria, the Netherlands, Denmark, Sweden, Finland, Belgium, and others where state institutions and private interest organizations in the post-war period were integrated into neo-corporatist wage and income policy-bargaining systems, based on legislated, rule-governed, and mostly centralized power sharing arrangements (Katzenstein 1985; Schmitter 1974, 1982; Therborn 1998). In both cases distinct institutional arrangements were adapted and developed from the 1950s, and it was not before the 1990s that a shift away from partisanship in the first case and centralized negotiations in the second case took place. Instead, new arrangements were introduced with the ambition to create process flexibility, i.e. to establish routines for how to manage relations between the state and the social partners by ‘learning by doing’ or by experimentation with an incessant recombination of established institutions.

In most cases it was national governments that took the first initiatives, followed by years of harsh confrontations between governments and labour unions and trade organizations. This, for example, happened in England in the beginning of the 1980s, and in Denmark, Sweden, and the Netherlands from the mid-1980s and again later in Germany and France. But even if the general ambition was a belief in process flexibility, each country followed its own historical pathway—with important exceptions (see Rhodes 2003, for overview). Countries with a tradition of private think tanks and lobbyism adapted early. Already in the 1970s and 1980s a new generation of advocacy research units were developed to become influential from the 1980s onwards. These included conservative and neo-liberal think tanks like the conservative Heritage Foundation, and the neo-liberal Cato Institute, in the US, and the Centre for Policy Studies and the Adam Smith Institute in the UK. Private advocacy groups often resembled interest groups in so far as they pressured decision-makers to implement policies compatible with their ideological beliefs and those shared by their generous benefactors (Abelson 1998). Today, the partisan arrangements have gained ground (Gelner 1995) in both USA and the UK and a larger number of private think tanks and private consultancies apply more professionalized means to influence public

42 While arrangements for the competitive market for ideas are looked upon as a context for politics and a way to influence policymakers from the outside, the corporatist type is understood to be endogenous to politics and business, and corporatist arrangements to be related to how firms, governments, and social partners are constructing complementarities.
opinion and government decisions. In terms of its larger number of advocacy research units, the increasingly partisan nature of their activities, and the intensely competitive nature of policy-relevant knowledge production and dissemination, competitive arrangements are dominating in the USA and UK and spreading from there to countries in Asia and South-East Asia, and even to the EU institutions and to formerly neo-corporatist countries like Sweden and France (Stone 2004).

On the other hand, countries with a tradition for neo-corporatist arrangements (Germany, Denmark, Belgium, Austria, and to some extent also the Netherlands) have adapted these, establishing a new generation of consensus arrangements. In other cases, like Sweden, central negotiating institutions have been abolished and bargaining has been transferred to cross-sectoral bipartite agreements. More important though are the cases in which countries with no previous traditions for institutionalized corporation have created new forms of consensus-seeking arrangements by linking incomes policies to broader social bargaining using national tripartite deals—e.g. Italy, Spain, Portugal, and Greece (Rhodes 2003: 132 f.). The full development thus is complex, but several general trends are visible. First, the US and the UK have developed partisan arrangements strengthening the competitive nature of knowledge production. Second, most EU member states have begun to see consensus-seeking arrangements as important mechanisms to produce comparative advantages. Third, in these countries, attempts are made to create comparative advantages by the coordination of incomes policies with broader employment and social policy measures by interlocking multiple agents (political, social, and economic), as well as manifold levels of agency (transnational, national, regional, local, and company level) and numerous policy arenas (employment, welfare, growth, income, industry, innovation, entrepreneurship) (Treu 1992). Accordingly, the new systems of governance are more complex, but also less static and more dynamic than traditional neo-pluralist and neo-corporatist arrangements. In some cases (Sweden, Italy, Spain, Portugal, and Greece) new directions away from historical pathways have been entered into. However, at present no fixed or stabilized arrangements can be found in either of the two cases—the partisan or the consensus types of competition arrangements. Instead a constant flux of arrangements seems to be the order of the day; new institutions are created and old ones abolished, in some cases even from policy case to policy case. All this has led to the creation of several types of agreements based on process flexibility.43

In this manner, partisan as well as consensus arrangements are an expression of the fact that the management of governance between state and society has become an important issue that has pushed most states to rethink established approaches and to re-examine their governance systems. Hence, what is characteristic is that the current era presents a picture of institutional experimentation and innovation, generally in the direction of process flexibility, i.e. towards the constant renegotiation of the agents to be included (or excluded), the policies to be interlocked (or unlocked), and the

43 See for extensive descriptions (Molina and Rhodes 2002; Rhodes 2003; Traxler 2000; Traxler et al. 2001; Pedersen 2006a).
processes to be used to construct comparative advantages. In several countries a step towards creating meta-institutions to manage such processes has been established. In Finland, Sweden, and Denmark, for example, governments have created so-called Globalisation Councils (GCs) to negotiate national strategies for routine transformations in the organization of relations between social partners and governments. In other countries like the USA and UK the discourse of ‘joined up government’ has emerged to suggest how strategy and policy units are established within government in order to enhance its capability to coordinate across departments and to influence public opinion in competition with private think tanks and the media.

**Institutional Competitiveness—A Definition**

In the last twenty-five years or so we have witnessed how an academic interest in institutions and institutional analysis has moved to become a discourse for international organizations and national governments alike. We have also witnessed how this discourse has become implemented with important consequences for what tasks states take upon themselves and for state–society relations. The discourse that nations compete has moved from academia to become a common understanding transforming transnational relations as well as states in its journey (Plehwe et al. 2006: 1–24). Hence, the most important point made so far is that the discourse that nations compete has become (almost or nearly?) generally accepted and that procedures (like those included in ‘The post-Washington Consensus’) and processes (like the OMC) are by now moving the process towards an even greater dissemination, and an even deeper development of the discourse and the institutions. Whether nations really compete is of course still contested, but even if nations do not compete, or even if the notion that nations compete is a ‘dangerous obsession’, there is by now an established set of institutions and of expert systems making it possible for policymakers and the like to act as if they do. Thus the notion is penetrating more deeply into the public discourse and reform plans of national policies. The same can be said with respect to negotiations within the EU, and with policy proposals formulated by the IMF, the WB, the OECD, and with proposals put forward by the great number of
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44 These councils differ from the already mentioned National Competitiveness Councils (NCPs). Where NCPs deal with the overall competitiveness of the national economy, GCs are concerned with meta-governance, i.e. how to manage ongoing changes in systems of governance. However, there are also some common features. The leadership structure of NCPs and GCs relies on strong support from the highest level of political authority, but also from designated private sector managers (CEOs and chairmen of national interest organizations).
private think tanks, consultancies, and expert groups now operating both interna-
tionally and transnationally. Indeed if one digs a little deeper, one finds an almost
universal restructuring of international economic relations and national models of
regulation all going in the same direction of enhancing the ability of nations to
compete and of international organizations to facilitate their competition.

Two current examples emphasize the point. A first example is reform of the
national education systems in the OECD’s member countries. Many European
countries have implemented changes in their education and welfare legislation
with the object of strengthening the individual citizen’s motivation to understand
work—or the lifelong commitment to employability—as the most important aspect
of being a citizen in a national (or local) community. The OECD’s annual
Programme for International Student Assessment (PISA) survey plays an important
role here, not simply by making it clear that nations compete and that they so do on
the basis of the competences of their citizens, but also by making it obvious that it is
the work-related skills, which in themselves are a parameter of competition (OECD
PISA 2006). Following the inspiration provided by the PISA, debates on new forms
of education were ignited, and these have already led to the formulation of education
reforms and to changes in national legislation in several countries (Finland, France,
Germany, the UK, Denmark, Sweden, Norway, and the Netherlands). A second
example is the OECD’s latest initiative on ‘competitive cities’ (OECD 2006b),
where the big cities’ physical, social, educational, environmental, cultural, and
intellectual infrastructure is emphasized to explain why some cities are better suited
to attract foreign investment and highly educated manpower than others.

These examples however, must be enough to support the point that a routine has
been established for the dissemination and development of the concept that nations
compete. It is against this background that international competitiveness has come to
be defined by its institutional features. And on this background that I assert that over
more than twenty-five years, there has been a gradual development in the definition
and in the use of the concept of international competitiveness that places institutions
at the centre for business managers, policymakers, and international organizations
alike when they measure competitiveness and produce strategies to create compara-
tive advantages. By institutional competitiveness (CIC) I formerly understood the
capacity of a country to achieve socio-economic success relative to comparable
countries as a result of its political and economic institutions (Campbell and
Pedersen 2007a, Pedersen 2006b). This definition can now be made more precise
by emphasizing three circumstances:

1. Nations compete by reforming the institutional (legal, political, economic, and
cultural) context for firms in an attempt to produce comparative advantages; e.g.
   by creating conditions for internal and external flexibility of working conditions;
2. Nations compete by intervening in the attitudes, values, aspirations, and inter-
est of citizens and firms in attempts to use behavioural change as a means to
create comparative advantages;
(3) Nations compete by deliberately constructing institutional complementarities, e.g. by coordinating a number of policy areas, societal players, and levels of government into governance systems equipped for mutual and ongoing learning and experimentation with institutional change.\textsuperscript{45}

Analyses of institutions have become a policy tool, and reflections on how to promote comparative advantages and to so do by the management of institutional complementarities have become an everyday matter for national governments and international organizations. Knowledge of institutions has come to be understood as a tool—and even as a functional imperative—for governments in competing with other nations and for international organizations in facilitating this competition.
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Political economy, in the widest sense, is the science of the laws governing
the production and exchange of the material means of subsistence in
human society . . . The conditions under which men produce and exchange
vary from country to country, and within each country again from gener-
ation to generation. Political economy, therefore, cannot be the same for
all countries and for all historical epochs.

(Friedrich Engels, [1878] (1947) *Anti-Dühring. Herr Eugen Dühring’s
Revolution in Science* (Progress Publishers), Part II, ch. 1)

Classical social science explored how the modern way of life grew out of the past, and
what this might imply for the future. Both early sociology and early economics
studied in one the ‘functioning’ and the ‘transformation’ of the emerging political-
economic institutions of capitalist society. In the writings of Marx, Durkheim, and
Weber—even of Adam Smith, and certainly of Schumpeter—static and dynamic
analyses were inseparable: the way modern institutions worked was explained in terms of their location in a historical process while the way that process would continue was assumed to be driven by institutions’ present functions and dysfunctions.

The modern social sciences, in comparison, tend to be satisfied with a more static perspective. Empirical observations are organized into abstract concepts and property spaces that supposedly apply to all human societies at all times, without allowing for differences caused by historical or geographic location.¹ Clearly, the search for historically universal and invariant laws reflects the model of the physical sciences, which mostly feel comfortable assuming that they are dealing with an invariant, ahistorical nature. Another reason may be identification with that powerful disciplinary aggressor, modern economics—which, in mimicking eighteenth-century mechanics,² has long ceased to add indices of time and place to the supposedly universal principles it claims to discover.

A static approach also prevails in the comparative study of institutions, and sometimes even among those who consider themselves contributors to what is called ‘historical institutionalism’. This is not difficult to understand. Comparative institutionalism as a theoretical concern in politics and political economy emerged out of a critical response to two dominant streams of social science in the 1960s: pluralist industrialism and orthodox Marxism (on the following see Streeck 2006). Both advertised themselves as theories of political-economic change, each of which offered its own grand historical narrative. Pluralist industrialism (Kerr et al. 1960)—or more generally, modernization theory—told of impending worldwide convergence somewhere between the political-economic models of the US and the then USSR, implying an end to ideological politics as known at the time, and its replacement with rational technocratic administration of the constraints and opportunities of industrial modernity. Orthodox Marxism, by contrast, predicted a gradual but irreversible decline of capitalism as a result of its own success, with an ever-growing organic composition of capital as the ultimate destiny and fate of the capitalist accumulation regime. Comparative politics and institutionalist political economy were rightly sceptical of both. Arguing against pluralist industrialism, they insisted on the continuing significance of politics as a collective agency and as a source of diversity in social organization. And in contrast to orthodox Marxism, they emphasized the capacity of the social institutions into which modern capitalism is organized—including the state—to modify and even suspend the alleged ‘laws of motion’ of the capitalist accumulation regime.

¹ I define a property space as a set of properties, or dimensions of measurement, conceived as variables with a finite range of possible values. It is populated by units, or cases, which are discrete combinations of variable or constant properties. The universe—or the units in it—changes when at least one property assumes a new value. Properties and units are related to other properties and units in partly unknown but in principle knowable ways, with change in an ‘independent’ property ‘causing’ proportionate change in a ‘dependent’ one. Theory is conceived as a template, which allows for the subsumption of any unit or measurement under a specified set of general, universal categories, properties, and relations.

² Adam Smith’s favourite discipline as a university teacher was—Newtonian—astronomy.
In the process, however, comparative institutional analysis lost sight of the two main subjects of social science since its rise in the nineteenth century: the historical dynamics of the social world and the evolution of capitalism. In a healthy reaction against the implied teleological determinism of the leading macro-sociological paradigms of the 1950s and 1960s, what had begun as an investigation of the underlying social and economic forces driving the development of modern society turned into a ‘comparative statics’ of individual socio-economic institutions—mostly but not systematically located in contemporary capitalism. More often than not, comparative institutionalism turned into pseudo-universalistic ‘variable sociology’: if you have centralized collective bargaining and an independent central bank, you can expect an inflation rate lower or higher than that of countries whose institutional *aneublement* is different. The fact that most of the cases under examination were confined to a very small universe in time and space did not seem to matter. ‘Historical’ institutionalism meritoriously added policy legacies and institutional pasts to the set of variables that were routinely considered when trying to account for the structures and outcomes of political-economic institutions. Typically, however, it was not really history that was brought into play but—as in the study of ‘path-dependency’—the costs of change as compared to its expected returns (Arthur 1994; Pierson 2004).

In this Epilogue to what has become an impressive attempt to codify the state of the art in comparative institutional analysis, I will take advantage of the liberty conceded to me by the editors and use my allotted space to explain what I believe will—or in any case, should—be the future frontiers of institutionalist political economy. In particular, I will make three points.

First, I will argue that progress in comparative institutional analysis will require a return from a static to a dynamic perspective. Developing such a perspective will be possible, I believe, if we use current work on institutional change, comparative or not, as a starting point, drawing on its core concepts for an approach in which change is no longer a special case but a universal condition of any social order. In effect, this will eradicate the distinction between institutional statics and institutional dynamics, conceived of as different states of the world requiring different conceptual frameworks.

Second, and related to this, I will address the challenge of placing individual institutions and their comparative analysis into a broader systemic context by locating them in a structured historical process. The question that will need to be discussed here is whether our theories and methods have the capacity to detect regularities in the continuous transformation of social institutions, or whether our justified suspicion of teleological accounts of history as unidirectional ‘development’, with the various implications that have been attached to them in the past, requires us to overlook the forest, if there be one, and recognize only single trees. Is institutional change just random fluctuation, or can it be a transition from one state of ‘development’ to another? In this context, I will revisit the old issue of historical direction and ‘progress’ that dominated nineteenth-century social science and continued to be present until the 1960s, when it was finally abandoned as intractable or politically
incorrect or both. The theoretical problem behind this is, of course, that of the apparently perennial tension between historical and systematic explanations in the social sciences, or between agency and contingency on the one hand and possible ‘laws’ of historical change on the other. The difficulties that we encounter here are so enormous that even Max Weber shied away from them—with the result that much of modern social science feels excused if it prefers to ignore them.

Third and finally, I will suggest that capturing the inevitably dynamic nature of social institutions—and of social order in general—will make it necessary to move beyond the universal and timeless concepts that much of social science still believes are required for scientific respectability to an analytical framework that is adapted to the historical specificities of concrete social formations. In the case of the political economy of contemporary societies, the social formation in question is modern capitalism, just as it was in the nineteenth century when social science originated. In the same way that economic action is always ‘embedded’ in a society, I argue that institutional analysis of the contemporary political economy, comparative or not, should be situated within the context of a substantive theory of capitalism, to be informed and enriched by it as well as contributing to its improvement. The general idea is that social science, perhaps unlike some of the natural sciences, benefits not from ever-advancing abstraction and generalization, but on the contrary, from fitting its theoretical template to the historical specificity of whatever society it is dealing with.

**Institutional Dynamics**

To clarify what I mean by a dynamic perspective on social institutions, I will begin—for reasons that will become apparent shortly—with the frequently made distinction, often just implicit, between ‘real’ and marginal institutional change. This distinction is of no small importance. Theoretical as well as political debates often become mired in the question of whether an observed or imagined change in the properties of a given institutional arrangement will cause it to be replaced by something new or, on the contrary, stabilize it: whether, in other words, the change is revolutionary or reformative in nature. To many, the only way to settle such disputes appears to be by definitional fiat, treating it as a matter of convention whether or not a given characteristic is central or peripheral to a specific institution or social order. For
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3 One could also suspect that as the Marxist vision of historical development finally fell into disrepute, the official American alternative seemed so unpalatable by the end of the 1960s that anything that looked like ‘historical philosophy’ was avoided.

4 In other words, as will become more apparent below, I think that the quote from Friedrich Engels that introduces this paper is still of the highest methodological significance.

5 For an extended argument to this effect, see Streeck (2009), in particular ch. 17.
example, one of the main themes in Tocqueville's late masterpiece on the ancien régime (Tocqueville 1983 [1856]) is whether it was the monarchy or administrative centralization that was the defining element of the institutional structure of pre-revolutionary France. Suggesting that it was the latter, Tocqueville concluded that in spite of all the bloodshed and the grandiose rhetoric, the rupture caused by the Revolution was far less significant than his contemporaries believed.

However, treating the continuity or discontinuity of a social order as a matter of definition is not always satisfactory, if only because definitions are ultimately arbitrary and everybody can feel free to stick to his own. The result tends to be fruitless debates of the sort of whether a glass is half full or half empty, the answer depending on one's point of view or on the mood of the day. An influential attempt to overcome this problem is Steven Krasner's suggestion (Krasner 1988) to distinguish between change and stability by assuming that social systems normally exist in a state of equilibrium, with change occurring only occasionally as a result of exogenous shocks. ‘Real’ change may then be recognized by the fact that it is rare and catastrophic, like defeat in war and subsequent conquest; whereas what others might consider incremental or gradual change serves in fact to defend and restore an existing order against environmental disturbances that are not strong enough to cause the system to break down. The upshot is that social institutions change by moving through a discontinuous or ‘punctuated’ sequence of temporarily stable equilibria, pushed on by a succession of short sharp shocks that are unpredictable from inside a system and force it to reconfigure itself from time to time for a new protracted period of stability.6

Krasner's model identifies ‘real,’ i.e. transformative change with rapid systemic reorganization in response to an exogenous shock. In this way he makes it, at least in principle, empirically distinguishable from trivial, superficial, marginal, or restorative change, which may be recognized as such by the fact that it is gradual. The problem with this approach is that it runs counter to the intuition—based not least in everyday experience—that not only abrupt but also gradual change may have profound enough consequences to justify considering an institution or a social system to be fundamentally transformed. In historical institutionalism, the notion of ‘gradual transformative change’ was first advanced in the work of Kathleen Thelen (Thelen

6 The concept of ‘punctuated equilibrium’, which Krasner uses to capture what he regards as the dynamics of institutional change, is taken from an important dissident stream in evolutionary biology (Gould and Lewontin 1979). I mention this because I will later also have recourse to evolutionary biology as a model for institutional analysis, and indeed partly to the same seminal article. In evolutionary biology, the notion of punctuated equilibrium is intended to account for the fact that the strict continuity, or gradualism, in the development of the life forms that the logic of Darwin's theory required is not fully borne out by the fossil record (e.g. the mystery of the ‘Cambrian explosion’). Darwin insisted—and had to insist—that this could only have been because the fossil record is incomplete, for sound reasons of geology and natural history. By contrast, opponents of ‘Darwinian fundamentalism’ suggest that the fossil record may be less incomplete than Darwin thought and that there may have been long periods of relative stasis in natural history, interrupted by short moments of widespread and accelerated evolutionary change.
1999; 2002). With the concepts of ‘conversion’ and ‘layering’, Thelen offered two stylized, ideal-typical accounts of change processes, drawn from observation rather than from theory, which have in common that they take place slowly and incrementally and do not depend on exogenous shocks to get started. Thelen’s reconceptualization of institutional change opened up a perspective for modern institutional analysis on a type of change that is both continuous and fundamental, allowing for a much more dynamic concept of institutions than is possible in the long stability-short rupture model of punctuated equilibrium. It is important to note that conversion and layering were not meant to be an exhaustive typology. In joint work, we (Streeck and Thelen 2005) later added three more processes of gradual-cum-transformative institutional change: ‘drift’, ‘displacement’, and ‘exhaustion’, while leaving open the possibility that yet others may be found and stylized in comparable ways (see Thelen in this volume).

Rather than discussing the five types of incremental transformative change in detail, I will limit myself to noting that in all of them, the mechanism that makes for continuous revision of social institutions is their enactment. Institutions are norms that regulate social behaviour; they are realized and reproduced in practice through human agents applying them to their specific situations. Such enactment, as we have pointed out (Streeck and Thelen 2005), cannot be and never is mechanistic. The reason for this is that the conditions under which social rules are supposed to apply are inevitably unique and varying in time, due to the fact that the world is more complex than the principles we have devised to make it predictable. This forces actors to apply rules creatively, actualizing and modifying them in the process. Moreover, social actors are far from being norm-following machines; in fact they command a defining capacity to reinterpret or evade rules that are supposed to apply to them. Both creative modification and cunning circumvention are a permanent source of disturbance—and, from the perspective of the institution—of random variation from below, resulting in the reproduction of social institutions through their enactment being always and inevitably ‘imperfect’. Time is crucial in this since in all five mechanisms of gradual transformation through imperfect reproduction, change accumulates only slowly, as a by-product of actors following rules ‘in their own ways’, either because they have to or because they want to.

Obviously, the Thelen and Streeck ideal types fall far short of settling the issue of how to distinguish real from trivial institutional change; but then again, they may ultimately render the distinction meaningless. While they clearly establish that gradual change may have deeply transformative effects, nowhere do they imply that ‘all’ gradual change is of this kind. Nor do they rule out the possibility that social systems may sometimes break down under the impact of exogenous shocks, bringing about the kind of rapid shift toward a radically new structure that is captured, even though unjustifiably privileged, by the punctuated equilibrium model. Further below, I will argue that the question of whether observed changes amount to fundamental systemic change cannot be decided in the abstract, but only in the context of a substantive theory of the historical social order in which they take place. Here I simply note that in hindsight, the most important contribution of the
Thelen and Streeck models seems to be that they introduce time into institutional analysis. In the punctuated equilibrium model, as in neo-classical economics, time is essentially irrelevant: How long the extended periods of stasis between the critical moments of punctuation last depends exclusively on contingent events that have nothing to do with how long they have already lasted; and the moments during which a system is reorganized are conceived as so infinitesimally short that they can ideally be considered as taking no time at all. In the Thelen and Streeck models, by contrast, institutions are, in principle, always in transition, with periods of stasis, if they occur at all, being so exceptional and short as to be negligible for theoretical purposes. In fact, conversion and layering (and later drift, displacement, and exhaustion) are defined as processes for which ‘time is of the essence’: they take place ‘in time’, and their effects accumulate ‘with time’. ‘Time matters’ for them, but it matters ‘all the time’ and not just once in a while, since institutional change is basically conceived of as an unending process of ‘learning’ about the inevitably imperfect enactment of social rules in interaction with a complex and unpredictable environment.

Introducing time into institutional analysis—analysing ‘institutions in time’—implies, among other things, that an important property of an institution may be its age. The longer an institution has been around, the more likely it is, everything else being equal, to have changed through layering or conversion, drift or displacement—certainly through exhaustion, and very likely through other, similar mechanisms. From here, it is not a long way to the notion that social institutions may be affected not just by the chronological time that has passed since their inception, but also by their location in historical time—i.e. in a more or less orderly succession of historically unique, contingent conditions and events. Taking this only a small step further and stretching the point somewhat, it appears that time passed may be something like a driver and even a ‘cause’ of institutional change. In fact, I suggest that it is precisely a conceptual framework like this, one in which time figures as a privileged explanatory factor, that distinguishes a dynamic from a static perspective on the social world in general and on institutional change in particular—a perspective that is complex enough to accommodate any combination gradual and disruptive change as well as to distinguish between trivial and non-trivial change on substantive rather than formal grounds.

Moving from a static approach to institutional theory to a dynamic one has deep ontological implications, which I can only touch upon here. The main point is that structures, or systems, must be reconceptualized as processes, and as irreversible ones if only because by occupying the time they take, they consume it once and for all, making it impossible for alternative processes to realize themselves in the same timespace. For an example see Streeck (2009), ch. 8. Irreversibility is the essence of historicity. Its meaning is illustrated by colloquial observations such as that you can turn eggs into scrambled eggs but not vice versa, or that you cannot put toothpaste back into the tube once it is out. A more respectable example is the second law of thermodynamics, or the law of increasing entropy, according to which differences in
social just as for any other world, is, or so it may seem to the uninitiated, illustrated by the difference between the three-dimensional Newtonian and the n-dimensional relativistic concept of space. The former is essentially time-invariant, regardless of all the motion going on inside it; the latter not only changes with time but is also, as the unfortunately unintelligible Einsteinian metaphor has it, ‘bent’ into it. Of course, the ultimate witness for a dynamic, processual perspective on the world is the ancient Greek philosopher, Heraclitus of Ephesus (540–475 BC) who, unfortunately, was not for nothing called ‘the Obscure’ already by his contemporaries. Even Plato, in the Kratylos dialogue, had to guess what Heraclitus had really meant to say: ‘Heraclitus, I believe, says that all things go and nothing stays, and comparing existents to the flow of a river, he says you could not step twice into the same river.’

Institutional analysis in Heraclitian fashion would assume that, as time passes, the social world continuously changes, not just ephemerally but fundamentally: constantly developing new properties and functioning according to ever-changing principles. The idea that one cannot step in the same river twice would have to be translated to mean that the historical process alters not just the ‘properties’ but the ‘property space’ of institutions and social orders, by turning variables into constants and constants into variables, redefining variable ranges, resetting parameters, introducing new kinds of units, and undoing or reversing causal links between properties as well as creating new ones. What happens changes the rules that govern what happens next, confronting actors at any given time with a world that is in part unexplored and will have changed further by the time it could, perhaps, be understood. Although this not only sounds metaphysical but in fact is, examples abound in the real world of politics and economics of events and developments that have irreversibly rewritten the rules of cause and effect, and redefined in an unforeseen way the realm of what is and is not possible: the combined liberalization and globalization of capitalism in the last two decades of the twentieth century; the privatization of council housing by the Thatcher government, which profoundly

temperature, density, and pressure in a closed system tend to even out over time, gradually and inevitably replacing order with disorder unless the process is halted from outside the system. The second law of thermodynamics is central to the work of the young Max Planck. Like the cosmological theory of an expanding universe, it may serve to show that biology is not the only natural science with an historical concept of the world.

8 The shortest aphoristic formulation of Heraclitus’ ‘flow theory’ consists of only two words: πάντα ῥεῖ, everything flows. However, it comes not from Heraclitus himself but was attributed to him only several hundred years later. Interestingly, Heraclitus was also one of the first dialectical theorists. Fragment DK B 10 posits: ‘Connections: things whole and not whole, what is drawn together and what is drawn asunder, the harmonious and the discordant. The one is made up of all things, and all things issue from the one.’ Goethe wrote two poems about Heraclitus, appropriately titled Dauer im Wechsel (Continuity in Change) and Eins und Alles (One and All). As always, he captures the core of the matter, and as always in irresistibly beautiful language. The second of the two poems brings together the two central Heraclitian themes, change and contradiction: ‘Es soll sich regen, schaffend handeln, | Erst sich gestalten, dann verwandeln; | Nur scheinbar stehst Momente still. Das Ewge regt sich fort in allen: | Denn alles muß in Nichts zerfallen, | Wenn es im Sein beharren will.’
changed British electoral politics in favour of parties with a conservative programme; the introduction of social security in the United States, which created an active clientele strong enough to make social security politically sacrosanct (Campbell 2003); the self-destruction of Keynesian reflationary demand management as firms came rationally to expect ever-lower interest rates and ever-stronger fiscal stimulus; the slowly accumulating effects of solidaristic wage policies, increasing the pressure on firms to break away from multi-employer bargaining (Streeck 2009: ch. 2, passim); the gradual accumulation of public debt, reaching a point where the settlement of distributional conflicts by public dispensation of future resources becomes self-limiting or impossible; etc. (Streeck 2009: ch. 5).

Returning to my starting point, if the social world and its institutional order are, and ought to be, conceived of as inherently dynamic, it no longer makes much sense to distinguish between trivial and transformative institutional change. Instead, the question becomes whether our models of that world and the heuristics we apply in exploring it are capable of doing justice to its dynamic, historical-relativist nature, or whether they abstract from it for the sake of simplicity and convenience and organize it into a property space that is static or Newtonian. This question also applies to the study of institutional change, which we can imagine to be taking place within either a static or a historically dynamic set of parameters. Indeed, just as Newtonian mechanics can, even after the relativist revolution, still be usefully applied for limited purposes, a treatment of institutional change as fluctuation in a constant world—as it were: as ‘static change’—may often be sufficient provided we restrict our theoretical ambitions. We should be aware, however, that findings generated in this way hold true only as long as one can afford to neglect their dynamic-historical context.

Summing up so far, static and dynamic concepts of institutional change may be compared as follows (Table 23.1). A static approach assumes that the ‘laws governing the production and exchange of the material means of subsistence in human society’ (Engels) apply at all times and everywhere. A dynamic approach, by contrast, recognizes time—and historical time in particular—as a force that is continuously reshaping institutions and the properties that define them. Where the institutional property space and the causal relationships existing within it are conceived of as constant and universal, individual institutions may change under the impact of changes in antecedent conditions, but there is nothing to prevent such conditions from returning to their former state and thereby reversing the change they have caused. Static change, in other words, knows no direction and is in principle always reversible. This is different with dynamic, historical change, whose location in an irreversible sequence is a defining characteristic. Furthermore, in a static perspective on change, institutions and social orders are as such considered stable, and change occurs only if it is forced on them from the outside; if the source of change is exogenous to the institution and its nature is contingent; the mode is that of Krasner’s punctuated equilibrium; and the mechanism is unpredictable shocks strong enough to require structural adjustment. Dynamic change, by comparison, is mostly endogenous, as social orders are assumed to change on their own and from
within under the impact of time: for example, as inherent contradictions mature. Like time, change proceeds incrementally, although there may be occasional fits and spurts where critical thresholds are crossed; and the central mechanism of institutional change, as pointed out, is the imperfect reproduction of institutions in the process of their enactment in time. Further on, I will return to some of these themes.

**Table 23.1: Two kinds of change**

<table>
<thead>
<tr>
<th>Static change</th>
<th>Dynamic change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property space</td>
<td></td>
</tr>
<tr>
<td>Constant universal</td>
<td>Historical periodic</td>
</tr>
<tr>
<td>Direction</td>
<td></td>
</tr>
<tr>
<td>Reversible fluctuating</td>
<td>Irreversible sequential</td>
</tr>
<tr>
<td>Source</td>
<td></td>
</tr>
<tr>
<td>Exogenous-contingent</td>
<td>Endogenous-dialectical</td>
</tr>
<tr>
<td>Exogenous-contingent</td>
<td>Endogenous-contingent</td>
</tr>
<tr>
<td>Mode</td>
<td></td>
</tr>
<tr>
<td>Punctuated equilibrium</td>
<td>Incremental Crossing of thresholds</td>
</tr>
<tr>
<td>Mechanism</td>
<td></td>
</tr>
<tr>
<td>Short sharp shocks</td>
<td>Imperfect reproduction</td>
</tr>
<tr>
<td></td>
<td>Time &amp; age: layering, conversion, drift, exhaustion etc.</td>
</tr>
</tbody>
</table>

I have argued that a static conception of institutional change as reversible, fluctuating, and contingent cannot do justice to the historical nature of social structures—that is, to the fact that they are located in an irreversible sequence of events, and to the impact exerted on them by the passage of time. But how can we conceptualize the historically dynamic character of social arrangements? What pattern, if any, is governing the continuous transformation of the properties—actual as well as potential—of social arrangements over time? Does the historical process within which institutional change must be assumed to be taking place have a direction? The concept that inevitably comes to mind here is that of ‘development’—a core concept, of course, of nineteenth- and twentieth-century social theory precisely because of its close association with historical philosophy and the notion of human progress. As previously noted, today’s social science mostly prefers to be agnostic in this respect for a variety of reasons, and has instead taken refuge in an ahistorical, Newtonian image of its object world. If the theories this allows for are, however,
found to miss essential aspects of that world, as I argue they do in the case of institutional change, it is impossible to avoid reopening the issue of whether and in what ways historical change may be governed by an underlying logic that in one way or other might be characterized as development. This is particularly true if we follow Engels’s advice and specify the conceptual framework of historical-institutionalist analysis to fit the historical social formation of capitalism—a formation whose study has always been closely associated with the notion of a specific historical dynamic.

The concept of development is found in both the Latin and the Germanic languages, and interestingly, the basic meaning is always the same—in dévéloppement (French), sviluppo (Italian) and desarrollo (Spanish) as well as in Entwicklung (German) or ontwikkeling (Dutch): the gradual release of something out of an ‘envelope’—a hiding and confining condition, or a condition of being rolled or folded together. Development takes place where something that is already present in nuce comes out of a cover by which it was concealed and compressed, and starts gradually to unfold (Table 23.2).

In fact, it seems as though the notion of development is inseparable from that of growth: as something becomes unwrapped in the course of its development, it becomes bigger; and as it grows, it changes not only in size but also in structure, governed by rules of growth that were already present but not yet fully expressed in earlier, less developed stages. In fact, ‘development’ in modern, non-literal usage means orderly, regular, endogenous transformation in a process of growth controlled from within and proceeding according to a predetermined pattern, or Bauplan.9 In this sense, development has mostly positive connotations—as in child development, human development, economic development, or social development—and tends to be identified with improvement and advancement. Its direction is imagined to be essentially forward and upward, with simultaneous growth and change driven from within (Table 23.2). In this mode, nineteenth-century theories of social development have posited an ultimately universal transition from ‘lower’ to ‘higher’ or from

<table>
<thead>
<tr>
<th>Table 23.2: The concept of development</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Development</strong></td>
</tr>
<tr>
<td>Property space</td>
</tr>
<tr>
<td>Direction</td>
</tr>
<tr>
<td>Source</td>
</tr>
<tr>
<td>Mode</td>
</tr>
<tr>
<td>Mechanism</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

9 The German word, Bauplan, has come to be used in evolutionary biology to refer to the overall design of an organism. For more on evolution, see below.
'primitive' to 'advanced' societies—for example, in Durkheim’s theorem of increasing ‘dynamic density’ causing functional differentiation (Durkheim 1964 [1893]); in Spencer’s account of history as steady progress from status to contract (Spencer 2003 [1882]); or in Weber’s grand narrative of a worldwide spread of occidental rationalism (Weber 2002 [1904/5]).10 Similarly, after the Second World War, theories of ‘modernization,’ or ‘industrialization,’ assumed the presence of an irresistible endogenous force in contemporary societies, which moved them in a specifically ‘Western’ direction, at least once the seeds of ‘development’—whatever they were believed to be—were sown and the necessary ‘take-off’ (Rostow 1990 [1960]) had set the process in motion. Soon it became common in United Nations parlance to distinguish between ‘developed’ und ‘underdeveloped’ countries, the latter soon to be renamed ‘developing.’ Conceptually, development involved the continuous crossing of thresholds and the passing into successive stages of a process of maturation in which societies learned to reproduce their social order in ways that made it continuously less traditional and more modern: i.e., more prosperous, equitable, efficient, democratic, and autonomous (Table 23.2). What remains of the concept of development as a tool for understanding historical change if we leave behind post-war modernization theory and its obviously highly ideological connotations? I believe that today, the fundamental problem associated with any conceptualization of history as development is the inherent linearity and determinism of the implied process of transformative growth once it has started. Underlying this is a sense that development is governed by a pre-set, fixed endpoint toward which it is targeted—a future condition that is already present in embryonic, unfinished form in the current condition, which it strives to leave behind in order to realize itself. Development, in other words, is at its core a teleological concept: That which develops is pulled forward by a future state unfolding itself inside it and through it. Earlier stages contain later stages in unfinished, preliminary form, as in the growth of an organism from embryo to fully ‘developed’ adult. As the developing organism matures, it continuously passes thresholds, and while crises are possible the way they are resolved is also basically predetermined. The target, the telos, the Ziel is engraved into the process and is never in question: In fact, it is both the endpoint and the driver of the historical process through which it materializes. History conceived of as development, then, is a frontloaded process governed by a pre-established final condition. This is why the notion of development has rightly—and, I believe, irredeemably—fallen into disrepute in the social sciences: It construes the social world in a deterministic fashion and leaves no space for agency and choice, conflict and contradiction, risk and uncertainty, and for the invention of the future as it unfolds. In many ways, developmentalism suffers from the same problem as did orthodox Marxism at the beginning of the twentieth century: If history is self-driven and progress is inevitable and self-sustained, why not just wait until it has completed

10 I treat Marx’s account of ‘capitalist development’ as a special case, for reasons that will be explained further on.
itself? If this seems unacceptable for reasons of practical experience and theoretical plausibility, the next question is whether rejecting teleological theories of historical change forces us to accept the nihilistic position that history is nothing but a chaotic sequence of reversible fluctuations. Is there something else beyond teleology other than accident and disorder?

A Note on Evolution

One way of addressing this question is by looking for a theoretical model of dynamic historical change in which the passage of time is a causal force; events and conditions are conceived as historically unique; and change, although driven by causes rather than pulled by effects, is illegibly patterned. The concept that suggests itself here is that of ‘evolution’. Interestingly, the etymological origin of this word is very close to that of development. In Latin, *evolutio* means the unrolling of a scroll. Over time, the concept became linked to the notion of growth accompanied by the successive emergence of more complex structures, and in this sense, in fact, it did become partly synonymous with the concept of development. Remarkably, its first application to natural history is found in the writings of Charles Darwin’s grandfather, Erasmus Darwin (1731–1802), although its modern usage was defined only by the grandson’s epoch-making treatise on the origin of species (Darwin 2004 [1859]).

There have been innumerable attempts, both famous and infamous, to import Darwinian evolutionism into social science. To avoid a long albeit exciting discussion, I will simply suggest that there are several connotations to the concept of evolution as it is used today in evolutionary biology that are less than helpful, and in fact sometimes deeply misleading, when employed in the study of social order. Among the misapplications of biological-evolutionary theory to the social world are the following three in particular:

1. **Socio-biological naturalism**, or *reductionism*, which suggests that social structures and social action are governed by biologically anchored, genetically hard-wired behavioural programmes inherited by humans through the long line of descent from their ancestors in the animal kingdom. Such programmes, all of them supposedly geared toward securing the survival of the species—or of a particular genetic strain within it—are imagined to function like a collective subconscious that is the deep cause of human behaviour and social arrangements, even where the latter are motivated by the actors involved in very different, non-biological, non-instinctive, normative terms.

2. **Adaptive functionalism**, which posits that any trait exhibited by a species can and must be explained as a product of adaptation. Adaptation occurs through inter-generational selection, in the course of which a structure gradually changes to
become optimally capable of contributing to successful reproduction under conditions of a general ‘struggle for existence’. Mainstream evolutionary biologists take this to mean that explanation of any structure requires the production of an ‘adaptive story’ which explains that structure as a superior solution to a problem faced in competition for reproductive opportunities. Especially when applied to the social world, the logic of this approach tends to give rise to a Panglossian functionalism,\textsuperscript{11} which concludes that the mere fact that something exists means that it must be optimal for the fulfilment of some functional requirement, even if that requirement has yet to be detected. Theory, then, is the identification of the task for the performance of which a given thing represents an optimal solution. As far as the social sciences are concerned, it is in particular, but by no means only, efficiency and equilibrium theories that tend to exhibit a Panglossian logic.\textsuperscript{12}

Nevertheless, even evolutionary biologists have noted that functionally backward explanations, or inductions, are highly dubious. The problem is not just that it is logically possible to invent an adaptive story about everything (Gould and Lewontin 1979). In addition, as Darwin already knew, the fitness of an organism can be assessed only in relation to its historical environment and the contingent challenges it happens to pose.\textsuperscript{13} Assuming a priori that an observed structure must be perfect or ideal and from there interpolating the purpose that it perfectly and ideally serves may therefore be deeply misleading. In part, this is because in finding new solutions to newly arising problems, nature must work with the available organic material, which subjects evolution to what Gould and Lewontin (1979) call ‘phyletic constraint’ and makes the structures it creates less adapted to their purpose than they might ideally be if they could be designed ‘from scratch’. For example, if a land-going animal returns to the sea, as did the ancestors of the whales, it cannot redevelop gills instead of lungs, even though gills would be

\textsuperscript{11} Dr Pangloss is a character in a satirical novel by Voltaire, \textit{Candide, ou l’Optimisme} (1759). His is a Leibnizian rational-deductive optimism, as expressed in his favorite dictum, ‘All is for the best in the best of all possible worlds,’ a philosophy that he continues to assert in the face of the most deplorable conditions and events. The logic he invokes—which Voltaire ridicules while Leibniz considered it a satisfactory solution to the problem of theodicy—is that the existing world is the only world that exists, and since only one world can exist it is the only possible world. If only one world is possible, however, then the world that exists must be the best world in the universe of $N=1$ possible worlds.

\textsuperscript{12} For more on this see Streeck (2009), especially ch. 13.

\textsuperscript{13} ‘As natural selection acts by competition, it adapts the inhabitants of each country only in relation to the degree of perfection of their associates . . . Nor ought we to marvel if all the contrivances in nature, be not, as far as we can judge, absolutely perfect; and if some of them be abhorrent to our idea of fitness. . . . The wonder indeed is, on the theory of natural selection, that more cases of the want of absolute perfection have not been observed . . . ’ (Darwin 2004 [1859], 507 f.) See also the example of the bug Darwin discovered on an island which contained almost no flying insects. Apparently its ancestors had been those mutants of a former species that were not very good at flying. The better fliers were regularly driven into the sea by the strong winds, and they became extinct. Fittest for the ‘struggle for existence’ were those individuals that were least fit for flying.
much better adapted to its new-old environment. Furthermore, there is the possibility that an observed structure is ‘not yet’ optimally adapted as it is still in the process of gradually evolving toward optimality—a possibility that biologists may feel they can discount because of the geological time periods with which they are dealing. Social scientists, however, are concerned with comparatively very short time spans, during which it is not only possible, but in fact likely, that whatever structure they observe is still making its way toward optimality and equilibrium if at all, and in fact, due to fast-changing external conditions, may be best conceived as being in permanent transition.

(3) **Social Darwinism**, which is a prescriptive political ideology that stipulates that free markets and laissez-faire economic policies are optimal institutions for economic and social progress. They are believed to be that because they seem best to replicate the Darwinian ‘struggle for existence’, through which nature eliminates less ‘fit’ individuals from procreation and thereby continually improves and progressively optimizes the properties of organisms and species. Note that the key phrase of Social Darwinism, ‘survival of the fittest’, was not coined by Darwin but by the sociologist and philosopher Herbert Spencer,\(^\text{14}\) who was certainly the most influential Social Darwinist. Darwin approved of the phrase when he read it and later adopted it, as it accorded with his deep-seated Malthusian convictions that had influenced his view of natural history early on. Today, of course, we understand that in human societies the institutions, including free markets, that determine the characteristics by which individuals are selected are not naturally given, but are a result of cultural and political choices. One implication is that the character traits that are ‘fittest’ for a competitive market may not be the only ones that a society may want to preserve in its members as they ‘struggle for existence’—whatever that may mean in a social context.\(^\text{15}\)

Outside of socio-biological reductionism, Panglossian adaptive functionalism, and Spencerian free market Social Darwinism, however, there are a number of elements in Darwinian evolutionary theory which appear highly suitable for import into a dynamic theory of institutional change (on the following see also Krasner 1988):

---

\(^\text{14}\) See his *Principles of Biology* of 1864.

\(^\text{15}\) A variant of Social Darwinism is the economistic, rational-choice version of neo-institutionalism. In rational-choice theory of institutional change, alternative institutional solutions to problems of economic efficiency are, as it were, experimentally generated by and within societies, where they then compete in a market for institutions in which the most efficient solution is selected and retained. This assumes, among other things, that institutions are created—or even rationally designed—to be efficient, and that there is something like a perfect market for institutions. One of the most obvious problems with this is how to explain the stubborn survival of ‘inefficient’ institutions. We suggest that evolutionary variation in social orders is not typically caused by design of competing institutions but by the imperfect, or innovative, enactment of extant ones. Moreover, we posit that institutional selection takes place not through competitive markets, but through processes of political and social control, including the reactions of rule-makers to the unruly behaviour of rule-takers (Streeck and Thelen 2005).
The variation-cum-selective-retention model of natural history offers a concept of historical change that is distinctly non-teleological—i.e. not conditioned on the presence of a provident and all-powerful designer guiding change to a preconceived end. In Darwinism properly understood, variation is stochastic from the perspective of existing structures while retention is systematic without, however, being governed by a predetermined, intended result. As noted, unlike development, evolution is driven by causes, not by effects: It is back loaded rather than front loaded. A theory of institutional change constructed on the model of evolutionary theory, therefore, need not assume that the design of an institution is controlled by actors who know what they want and what they are doing, and have the capacity to do it.\(^\text{16}\)

In Darwinian evolution, change is both permanent and gradual, endogenously driven by stochastic imperfections in reproduction as well as exogenously conditioned either by random shocks such as natural disasters or by other, parallel processes of gradual change. The theory provides for unpredictable ‘events’ as well as for coherent ‘sequences of events’. Evolutionary natural history accommodates contingency into order conceived as historical, suggesting the possibility in turn to think not only of nature but also of history as of an evolutionary process.

The non-teleological continuity of evolutionary change—due to randomness of internal variation and exogeneity of selection—makes Darwin’s world a genuinely Heraclitian world. Darwinian evolutionary theory can therefore serve as a model for a processual theory of social systems in which an explainable past and present meet with an open future for which human action and practice matter. A Darwinian historical-evolutionary perspective seems better to reflect the experience of human actors as historical actors in an historical world than do functionalist or rationalist sociological or economic theories.

Darwinian evolutionism understands the causal contribution of the passage of time to structural change, just as it reserves a conceptual space for innovation through imperfect, deviant reproduction. In fact, evolutionary theory suggests that innovation is permanent and ongoing as there can be no perfect replication of any extant structure over time. This is in line with an Heraclitian concept of institutional change for which the perfect replication of a social institution in its enactment represents no more than a limiting case. Moreover, evolutionary theory appreciates the essentially anarchic or, which is the same, creative nature of innovation, conceiving of it as arising spontaneously and unpredictably from the perspective of the existing order and of established practice. Theoretical Darwinism also understands how processes of co-evolution may lead to complex non-linear interactions between the causal forces that shape historical structures and events which, again, cannot be predicted. Furthermore, co-evolution can serve as a model of separate lines of causation and sequences of events merging into a broad stream of systemic

\(^{16}\) At the same time, there is no logical reason to preclude the possibility that the mechanism of selection may be one of collective-political decision-making.
change through mutual support or mutual subversion. In these and other respects, Darwinian theory, when properly understood, is capable of restoring to the social sciences their good conscience in construing their object world as historically unique, a good conscience they seem to have lost in their encounter with modern economics and its godfather, eighteenth-century physics.

(5) As already mentioned, Darwinian evolutionism entails a conception of nature as a continuous historical process in which previous events circumscribe current and future ones. Evolution can only work with and transform material that it has itself produced in the past and inherited from that past. This material is not infinitely malleable—which is captured by the concept of phyletic constraint. New designs meeting new demands must be gradually developed out of old designs adapted to old demands. In evolutionary theory, structural change results from an encounter between underdetermined and unpredictable innovations and historically-grown determining conditions. Its ultimate direction depends upon which of the many continuously-arising combinations of old and new best meet the challenges and exploit the opportunities inherent in the internal and external environment. The affinity to notions of path dependency in the social sciences is obvious, especially to more sophisticated theories which provide for the possibility of significant change even on an established path, in addition or as an alternative to change from one path to another. Properly understood, evolutionary theory also militates against voluntaristic theories of action where the new arises out of nothing, as well as against static conceptions of the world as a constant analytical universe in which change can be undone at any time if the factors that have caused it disappear.

(6) Finally, also as indicated, Darwinian evolutionism in its pluralist version allows for less-than-optimal structures caused by, among other things, phyletic constraint, transitional disequilibrium, survival of historical adaptations that have become useless, and the purposeless reproduction of slack structures with no function at all. Functionalist explanations apply only to a limited range of phenomena. The message for the social sciences is that outside of adaptationist Darwinian dogmatism, for which organisms are by definition optimally rationalized reproduction machines, evolutionary theory is ‘not’ an efficiency theory, which makes it illegitimate for neo-classical economics to justify its foundational assumptions by anchoring them in evolutionary biology. Rather than providing a template for a functionalist efficiency-theoretical account of the world, evolutionary biology conceives of adaptation as embedded in and interacting with a historical context that cannot itself be explained as an outcome of rational construction aimed at maximizing efficiency. The implication is that evolutionary theory can be read as encouraging a historical approach to institutions and institutional change, which allows for historical as well as rational-functionalist explanations of observed conditions and makes it necessary precisely to theorize the limits of rationalization and functional explanations within evolving structures and processes.

See Streeck (2009), ch. 7.
Darwinian evolutionism, that is to say, may serve as a model for a theory of institutional change in several ways. It provides an example of a non-teleological but nevertheless intelligible account of history in which the future is not predetermined, leaving space for human agency. It identifies imperfect reproduction as a source of continuous gradual change, and thereby defines a place where a (micro-) theory of action might be inserted into a dynamic (macro-) theory of social order. It elaborates a processual view of the natural world, which seems eminently transferrable to the social world; it introduces time as a central variable in a theory of nature, by implication suggesting its inclusion in theories of society as well; it demonstrates how path dependency may be accommodated in a non-teleological theory of change, recognizing the causal significance of past events for present and future ones; and when read correctly, it is fundamentally subversive of an efficiency-theoretical construction of historical structures and processes, making space for explicit recognition of the role of non-efficient or non-rational forces in the evolution of social order.

At least one central issue remains unresolved, however, which is the question of the direction of historical change or, for that matter, of development. The nineteenth century and Darwin himself as a matter of course considered evolution to be a more or less linear progression from ‘lower’ to ‘higher’ forms of life, its crowning peak being *homo sapiens*. ‘Higher’ forms of life were more composite organisms that combined an ever larger number of heterogeneous parts into a complex, organic, well-coordinated whole. Note that this was exactly the way Durkheim defined his ‘higher’, ‘advanced’ societies, based on organic as distinguished from mechanical solidarity. But just as the social sciences dissociated themselves from the notion of progress in the second half of the twentieth century, so, too, did evolutionary biology with the emergence of the neo-Darwinian synthesis. In fact, the way this happened was very similar, as the discovery of the genetic base of inheritance and mutation caused something like a micro-analytical turn in evolutionary theory comparable to the search in neo-classical economics for a universal, ahistoric theoretical ‘microfoundation’. In the new mainstream of evolutionary biology, it was the gene—now characteristically described as ‘egoistic’—that became the agent of combat in the ‘struggle for existence’. Organisms turned into vessels used by opportunistic genes to secure their survival at the expense of less well entrenched competitors (Dawkins 1989). Like actors in neo-classical economics, genes in modern evolutionary biology do not change; they know no progress; and their highest and only goal is survival, for the sake of which they may combine with other genes in composite structures, but only for strategic purposes.

The problem this raises is well known also to macro-sociologists deprived of the notion of development by the relativistic revolution: How can one explain the enormous build-up of complexity over the *longue durée* of history, natural as well as social, culminating in biological evolution in the human brain, and in social evolution in the rise of modern European, American, or global society? If survival in competition, of monadic genes or monadic actors, was all that the world is about, how is one to account for the growth of ever larger and ever more internally
differentiated structures, with proportionately growing needs for ever more sophisticated and ever more vulnerable mechanisms of coordination? The ultimate provocation for late twentieth-century evolutionary biology is the observation that, if the survival of egoistic genes was all that mattered in natural history, there would have been no need whatsoever for life to ‘advance’ beyond the ‘primitive’ condition of bacteria living on the ocean floor, where they have reproduced with unmatched success in a basically unaltered form since the beginning of time. Why make the effort and build ever more complex organisms that are also unendingly more at risk? What is it that drives nature’s, and society’s, apparently endemic quest for continuously rising levels of organized complexity? We may not be able to answer this question unless we are willing to assume that deep within organic matter there is some sort of desire not just for survival, but also for the autonomy, or freedom, or ‘mastery’ that comes with complexity (Neuweiler 2008). Be this as it may, contemporary debates among evolutionary biologists about whether or not there is something like self-organized direction in evolution even in the absence of telos and design, encourage us as social scientists no longer to suppress the analogous question in social theory: What lies behind the historical ‘progress’ towards more complex and differentiated societies and social-institutional orders, and why is there an apparent tendency for segmental societies to become linked into composite ones over time, and for simple social structures to become more complex?

**CAPITALIST DEVELOPMENT**

I will now proceed to argue that some of the historical specifications required for a dynamic theory of contemporary institutions, or a theory of contemporary institutional change, development, or evolution, may be contributed by a conceptualization of capitalism as a system, or process, of social action. By capitalism as a system of social action, or as an institutionalized social order, I mean a specific set of institutions accommodating a specific, regularized actor disposition (habitus, character) and a specific distribution of resources, or powers of agency. I do not claim that an account of contemporary society as a process of capitalist institutional development will explain everything, nor of course will it be capable of predicting the future. All it can aspire to, I believe, is to serve as a heuristic indicating where to look first and what to look for when trying to understand institutions and institutional change in the modern political economy. In fact given the central role of human agency in history and society, anything other than a heuristic providing observers and actors with a checklist to work through when trying to come to terms with the social world may be impossible anyway.

In the following, I will suggest a list of what I think could be elements of an institutionalist account of capitalism and capitalist development capable of founding a historically grounded comparative analysis of contemporary political-economic
institutions and their change. The critical reader will note that the list is still rather syncretistic and in dire need of systematic revision and completion.¹⁸

(1) Capitalist development may be conceived as a process of expansion of market relations as the privileged, normal mode of economic exchange and social intercourse (Table 23.3)—of competitive contracting at prices that fluctuate with changes in the relation between supply and demand. As capitalism develops, market exchange gradually takes the place of older forms of social relations, in particular ones based on obligations of reciprocity. The widening, or spatial spread, of markets coincides with their deepening, or intensification, as more and more social spheres and an increasing range of ‘necessaries of life’ (Adam Smith) become commodified—i.e. subsumed under a ‘self-regulating’ price mechanism driven by actors’ self-interest, and made available in exchange for ‘bare Zahlung’ (Karl Marx). The spread of market relations over ever new territorial spaces and social spheres, metaphorically characterized by Rosa Luxemburg (Luxemburg 1913) in her theory of imperialism as a process of Landnahme (land grabbing), continuously and irreversibly changes the property space of social orders and gives direction to their evolution, linking previously parochial, or particularistic, social relations into ever more encompassing, increasingly universal contexts (Marx and Engels’ ‘completion of the world market’ by the ‘bourgeoisie’, as anticipated in the Manifesto of 1848).

(2) Capitalist Landnahme, the widening and deepening of market relations, is associated with a continuous restructuring of a society’s apparatus of social regulation and coordination. (This is a notion well known to sociologists ever since Durkheim, in the Division of Labor, linked the transition from mechanic to organic solidarity

<table>
<thead>
<tr>
<th>Table 23.3: Development and capitalist development</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Property space</strong></td>
</tr>
<tr>
<td>Cumulative unfolding</td>
</tr>
<tr>
<td>('unwrapping') of embryonic pattern</td>
</tr>
<tr>
<td><strong>Direction</strong></td>
</tr>
<tr>
<td><strong>Source</strong></td>
</tr>
<tr>
<td><strong>Mode</strong></td>
</tr>
<tr>
<td><strong>Mechanism</strong></td>
</tr>
</tbody>
</table>

¹⁸ I have introduced some of the following points at greater length in my book, Re-Forming Capitalism (Streeck 2009).
to increases in a society’s size and density.) In the language of institutional analysis, the institutional change that comes with market expansion may be conceived in terms of a dialectical conflict between two types of institutions, obligatory and voluntaristic, or historically inherited and freely contracted (Table 23.4).

Elsewhere (Streeck 2009), I have called the two types Durkheimian and Williamsonian, respectively. They correspond to two kinds of social order, one public and the other, private. Liberal progressivism, first and foremost Herbert Spencer, has described and still describes the expansion of markets as a long-term historical process replacing obligatory with contractual institutions—as an escape from traditionalism and as progress toward economic rationalization and political liberation. Durkheim, of course, argued that the regime of free contracts governing the division of labour could unfold only inside a society inherited, inevitably, from tradition: the ‘order of freedom’ must remain ‘embedded,’ to use the key concept of contemporary economic sociology, in an ‘order of obligation’. Unlike the various Robinsonian founding myths of modernity, society is, even under capitalism, not a ‘product’ of competitive contracting but its ‘precondition’.

A world constituted by contract alone—a Spencerian liberal utopia—is to Durkheim, in Polanyian language, no more than a ‘frivolous experiment’ that is doomed to fail.20 In any case, the distinction between Durkheimian and Williamsonian institutions seems to offer an appropriate template for studying institutional change and the transformation of social order in societies driven by the dynamic of an expanding capitalist market.

(3) In a more substantive sense, social institutions under capitalism must circumscribe productive uncertainty with protective solidarity, as uncertainty must be

<table>
<thead>
<tr>
<th>Durkheimian</th>
<th>Williamsonian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public order</td>
<td>Private ordering</td>
</tr>
<tr>
<td>Obligational</td>
<td>Voluntaristic</td>
</tr>
<tr>
<td>Exogenously imposed</td>
<td>Endogenously contracted</td>
</tr>
<tr>
<td>Authoritative...</td>
<td>Voluntary coordination</td>
</tr>
<tr>
<td>Creation of obligations</td>
<td>Reduction of transaction costs</td>
</tr>
<tr>
<td>Third party enforcement</td>
<td>Self-enforcement</td>
</tr>
<tr>
<td>Government</td>
<td>Governance</td>
</tr>
<tr>
<td>Status</td>
<td>Contract</td>
</tr>
</tbody>
</table>

*Source: Adapted from Streeck (2009: 155).*

19 In some of the institutionalist literature they appear as competing conceptualizations—rational choice vs. historical-sociological—of institutions in general.

20 This is nicely summarized in Joseph Schumpeter’s famous dictum, ‘No social system can work which is based exclusively upon a network of free contracts between (legally) equal contracting parties and in which everyone is supposed to be guided by nothing except his own (short-run) utilitarian ends’ (Schumpeter 1975 [1942], 417).
contained for the sake of both the functioning of the market and the stability of its surrounding society. As theorists from Marx to Polanyi have pointed out, self-regulating markets permanently destabilize social structures as they continuously and unpredictably reset relative prices. This is ultimately why they cannot replace social regulation but in fact must be subjected to it. Nevertheless, as markets expand they self-destructively eat into and threaten to replace non-market institutions, causing permanent tension at the borderline between the encircled market system trying to break out of its social containment, and the non-contractual institutions containing it. Even though markets cannot function without solidarity, they nevertheless undermine and consume it, calling forth as they advance pressures for a restoration of the non-utilitarian, obligatory bases of social order.

(4) The distinction between Durkheimian and Williamsonian institutions yields a substantive concept of politics in capitalism as a struggle over the periodic reorganization of institutionalized social obligations in response to advancing contractual order, market expansion, and commodification. Societies with a market system residing inside them like a restless incubus must defend themselves against the market trying to break through and get out, a drive endemic in the logic of *Landnahme*, regardless of the fact that outside of a surrounding society market systems could not function. Politics under capitalism, then, is about the successive subversion and reorganization of public order, driven by the anomic and entropic tendencies emanating from self-regulating markets, and about the de- and reconstruction of normatively institutionalized limits on the egoistic-rational pursuit of interests.\(^2\) A possible sequence of gradual market expansion, the liberalization and contractualization of institutions, and the periodic and inevitably provisional restoration of public order in ‘political moments’ (Streeck 2001) is shown in Figure 23.1.

(5) Studying institutional change as capitalist development provides institutional analysis with a substantive micro-foundation in a theory of social action that is far more complex and meaningful than, in particular, a theory of ‘rational choice.’ A firmer historical grounding of historical institutionalism, with capitalism ‘brought back in’, makes for a richer model of the actor in what has been called ‘actor-centered institutionalism’ (Mayntz and Scharpf 1995). In particular, the notion of capitalist development may be associated with the advance of a typically opportunistic, non-traditionalist, individualistic, rational-egoistic, and utility-maximizing actor disposition. ‘Opportunism with guile’ (Williamson 1987), as definitive of the *homo oeconomicus* of economic theory, represents the normalized ethos in the enactment of institutions in a historical context in which a competitive breach of solidarity is in principle socially licensed, and can never in any case be prevented or ruled out, and where restricting competition is

\(^2\) This is at the core of what Marx called ‘class struggle’.
fundamentally less legitimate than engaging in it (Streeck 2009: 242 ff.). Capitalist institutions must assume, and thereby encourage, a utility-maximizing disposition on the part of actors, given that any compact between potential competitors may at any time fall apart if only one market participant is no longer satisfied with an average customary rate of profit, threatening by breaking away the survival of the others unless they retort in kind.

(6) Actors in capitalism, therefore, given their characteristic non-traditionalist restlessness, appear constitutively devious from the perspective of the institutions that are supposed to govern them. The typical rule-taker in capitalism is a rule-bender: he reads rules entrepreneurially, i.e. ‘in bad faith,’ incessantly looking for ways of interpreting them in his favour. Typical capitalist actors are rational-utilitarian exploiters of gaps in rules, in a culture that fundamentally approves of innovation in rule following, if not in rule violation, and has few legitimate means to enforce informal traditional standards of good faith. Creative enactment or non-enactment of rules may, after all, be an important source of profit, and can routinely be justified as a necessary pre-emptive defence against elimination by competition. Interactions between rule-makers and rule-takers (Streeck and Thelen 2005) assume a specific flavour in capitalism that makes them specifically capitalist, with actors assumed and expected to be
fundamentally unruly: a permanent source of disorder from the perspective of social institutions, relentlessly whacking away at social rules, continuously forcing rulers to rewrite them, and undoing them again by creatively exploiting the inevitable gap between general rules and their local enactment. (Streeck 2009: 241)

(7) This being so, while social order is always and inevitably imperfectly enacted, imperfect enactment under capitalism may be expected to be biased, and exhibit a specific substantive ‘spin,’ in the direction of liberalization and privatization, and indeed of ‘disorganization’ from the perspective of obligatory institutions. Creative reinterpretation of public order to replace it with private ordering may be construed as the micro-level dynamic at the base of the macro-level process of market expansion, giving historical definition to the general notion of unpredictable mutation in the production and reproduction of social structures. What is mutation for the evolution of life is the innovative individually-rational pursuit of advantage through competitive contracting for capitalist development. The resulting institutional dynamic is likely to be particularly visible at the border between market and society where social institutions condition and limit market exchange. Again competition seems to be the driving force as competitive contracting is assumed a priori to be legal whereas ‘conspiracy against free trade’ is a priori under suspicion of being illegal unless it is explicitly legalized; if it is, however, it is as any other rule exposed to competitive subversion. As pointed out, the power of competition to shape social relations derives from the fact that one individual is in principle enough to break up solidarity, whereas preventing competition requires collective action and, in principle, full cooperation among all potential competitors.

(8) Another mechanism that biases capitalist institutional change in the direction of market expansion and liberalization, as well as imparting a specific bias on political struggles over the reorganization of collective order, is the differential endowment of classes of social actors with resources, which is correlated with a differential distribution of behavioural dispositions. Unruly opportunism tends to come together with resourcefulness, or vice versa, jointly giving rise to ‘continuous pressures on and within institutions that slowly and gradually subvert Durkheimian social obligations while expanding the realm of voluntary, utility-maximizing action and Williamsonian social arrangements’ (Streeck 2009: 240). While imperfect reproduction of institutions is a general feature of all social orders, different groups have characteristically different incentives and capacities to circumvent institutionalized rules or challenge their received meanings. An example is large firms hiring lobbyists to influence or change legislation, or tax lawyers which are just one category of specialists in creative reinterpretation of formal social obligations for the purpose of avoiding them in a legally unassailable way. Creativity in such a context typically involves studied absence of ‘good faith,’ in the sense of a determined rejection of shared informal understandings on the meaning of the norm in question, combined with . . . an ‘undersocialized’ attitude of skillful instrumentalism in relation to social rules in general. (Streeck 2009: 240 f.)
Summing up, specification of contemporary institutional change as a process of capitalist development\textsuperscript{22} opens up a prospect for a dynamic theory of social order free of teleological determinism and linear progressivism. Moreover, conducting institutional analysis, comparative or not, in the heuristic context of capitalist development helps avoid excessive abstractification and formalization depriving theory of substantive-historical content. In particular, analysing institutional change as capitalist development specifies the nature of the unfolding in time of the property space of institutional theory as a contested process of market expansion and advancing commodification, with competition and the pressures it creates for maximizing the return on invested capital as the driving force. Furthermore, by assigning a central place to conflict and discontinuity, the notion of capitalist development accommodates political action by situating it in an endemic tension between solidaristic traditionalism and self-interested innovation. It also draws attention to the endemic fragility of an institutional context that is continuously undermined by actors whose very capacity to act depends, paradoxically, on its continued existence. By grounding itself in a concept of capitalist development, contemporary political economy—the analysis of globalization and liberalization and of the crisis that followed both—would be usefully enriched by a historically concrete model of political-economic actors and of the relationship between actors and the institutions that embed them.

\textbf{A Brief Summary}

A dynamic perspective on institutions and on the social world in general seems vastly preferable to a static one. A dynamic theory of society locates its objects in an irreversible flow of time, thereby recognizing their historical nature and uniqueness. Change appears both permanent and incremental, as the most important changes in human conditions are found to be related to or caused by the time it takes for them to take place.

Recognition of time as a constitutive element in and of social structures draws new attention to the notion of ‘development’ that was omnipresent in nineteenth-century social science but later came to be abandoned in favour of abstract analytical universalism and timeless generalization. Historical periods like the present one in which history seems to move faster than usual cast doubt on the applicability and usefulness of representations of the social world as a set of immutable causal mechanisms. Doing justice to the historicity of social facts without falling back on nineteenth-century ideas of historical determinism or linear progress may be made possible by a fresh reading of theories of ‘evolution’, which explain change by

\textsuperscript{22} Characterized in Streeck and Thelen (2005) with reference to the 1990s as ‘liberalization’, and in Streeck (2009), following Polanyi (1957[1944]), as a conflict between the expansion of markets and political efforts at their social containment.
interaction between spontaneous variation within an historically inherited repertoire of possibilities and a set of external conditions that are themselves in constant flux.

Modelling the dynamic of the contemporary social world and its political economy as a process of ‘capitalist development’ seems to be a promising way of specifying the forces and mechanisms driving institutional change today (Table 23.5). In particular, the notion of capitalist development identifies the expansion of market relations as the main source of change in extant forms of institutional coordination. It also suggests a specification of the relationship between actors and institutions that fills the empty spaces caused by over-generalized concepts of action, like rational choice, or by neglect of the need for a micro-foundation of macro-sociological theorizing. Most importantly, theories of capitalist development give historically concrete definition to the process of innovation effective, in principle, in all social structures, by spelling out a particular logic and accounting for the particular bias inherent in the imperfect, dynamic reproduction of a capitalist social order. And finally, the notion of capitalist development explicitly provides for tensions, conflicts,
and contradictions in historical institutional change, specifying the nature of such conflicts as being over the extent to which society can insist on social obligations outside the voluntarism of a free pursuit of interests through competitive innovation and private contractual ordering.
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